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Abstract

Many enumerative problems can be restated as questions about walks on
the cover relations of a partially ordered set. Differential posets are a class of
posets in which one can solve the walk-enumeration problem explicitly. The
technique relies on the use of linear operators U and D, defined on the formal
span of a poset P, which satisfy the commutation relation DU−UD = rI for
some constant r. By making weaker assumptions about U and D, the linear
algebraic techniques used to enumerate walks on differential posets can be
applied in a more general context. This thesis is a uniform presentation
of the work done in this area, mainly due to Stanley and Fomin. It also
includes new proofs or minor generalizations of some results, a new example
of a generalized differential poset, and a proof of a “folklore theorem” about
taking quotients of generalized differential posets modulo a group action.
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Chapter 1

Introduction

This thesis deals with the problem of enumerating walks on differential
posets, and on posets which are generalizations of differential posets. It
is a uniform presentation of the main results related to this problem, along
with new proofs or minor generalizations of some results. Results which
have been omitted in order to keep this thesis at a reasonable length are
summarized at the end of Chapter 3.

Partially ordered sets are a useful tool for answering problems about
enumerative combinatorics. Many combinatorial problems can be restated
as enumerative questions about posets. An important general class of such
questions is the counting of walks on the cover relations of the poset. Differ-
ential posets are a class of partially ordered sets which have enough struc-
ture to allow one to solve the walk-enumeration problem explicitly. This
thesis deals with the linear algebraic techniques used to approach the walk-
enumeration problem on differential posets and generalizations thereof.

The theory of differential posets is presented in Chapter 2. Differential
posets were first introduced by Stanley [17] in a paper where he develops
the linear algebraic theory used to enumerate walks on differential posets.
(There is another approach to this problem using symmetric functions, due
to Gessel [5], though this technique is not explored in this thesis.) My
contributions to the theory expounded in this thesis include an expanded
exposition of some foundational issues in Sections 2.1 and 2.2, and a new
proof of Theorem 2.42, in which a partial differential equation is solved using
the method of characteristics.
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Chapter 3 deals with generalized differential posets. These structures
are algebraically equivalent to the oriented graded graphs of Fomin [3], and
many of the results presented in Chapter 3 were first proven in the context
of oriented graded graphs. A special case of generalized differential posets,
called sequentially differential posets, was also studied by Stanley [18]. Con-
tributions made in this thesis include a mild generalization of Fomin’s results
on the spectral theory of oriented graded graphs, and Theorem 3.12, which
allows one to solve the walk-enumeration problem on a set of shapes of walks
which is more general than that solved in [3].

Chapter 4 develops the theory of taking quotients of generalized differ-
ential posets with respect to rank-compatible equivalence relations, and in
particular, with respect to the orbits of a group of automorphisms of the
poset. While the results in this chapter do not seem to appear in the lit-
erature, they resemble results on PECK posets due to Stanley [16]. It is
generally known that the proofs of these results on PECK posets can also
be applied to generalized differential posets; in this thesis, we give a precise
statement and proof of this “folklore theorem.”

Throughout this thesis, a number of examples are presented which con-
nect the walk-enumeration problem on posets to other combinatorial prob-
lems. Enumeration of walks on the classical Young’s lattice, discussed in
the present chapter, allows one to enumerate standard Young tableaux. A
partially ordered set of rooted trees, introduced by Hoffman [8], is presented
in Section 3.1.1, and allows one to deal with questions related to the growth
of rooted trees. The poset of spanning subgraphs of Kn (the complete graph
on n vertices) is presented in Chapter 4, and the spectral theory of gener-
alized differential posets from Chapter 3 is used to solve a special case of
the edge-reconstruction conjecture of Harary [7]. This case was first solved
by Lovász [9], and the proof given in this thesis is very similar to Stanley’s
proof using the theory of PECK posets [16]. A new example of a general-
ized differential poset, the induced subgraph order on unlabelled graphs, is
introduced in Chapter 3.

1.1 Motivating Example: Young’s Lattice

In this section, Young’s Lattice, the prototypical differential poset, is in-
troduced as a motivating example. Some details in the proofs are omitted,
since they will be covered in later chapters. The purpose of this section is

2



Figure 1.1: Ferrers diagram of the partition (4221)

to give an idea of the flavour of the rest of the thesis. In order to discuss
Young’s Lattice, a number of definitions will be needed. The following may
be found in a variety of sources, such as Macdonald’s book on symmetric
functions [10]. Let n be a non-negative integer. A partition of n is a
weakly decreasing sequence of integers

λ1 ≥ λ2 ≥ . . . ≥ λk > 0

such that
∑k

i=1 λi = n. Each λi is called a part of the partition. (It is
often helpful to think of a partition as an infinite sequence, with λi = 0 for
i > k.) If λ = (λ1, λ2, . . .) is such a sequence, we write λ ` n. For notational
convenience, a partition with k parts is often written with neither trailing
zeroes nor commas, as λ = (λ1λ2 . . . λk). The unique partition of 0 consisting
of no parts is denoted by 0̂.

A partition may be represented by its Ferrers diagram Fλ, which con-
sists of k rows of boxes, with λi boxes in each row, flush with the left margin.
This may be defined more formally as

Fλ := {(i, j) ∈ Z2 : 1 ≤ i ≤ k, 1 ≤ j ≤ λi}.

As an example, the Ferrers diagram of the partition (4221) ` 9 is shown in
Figure 1.1.

Given a partition λ ` n, we can form a standard Young tableau
of shape λ (hereafter referred to simply as a “tableau”) by assigning the
integers {1, 2, . . . n} to the boxes of Fλ so that the integers are increasing
from left to right along rows, and from top to bottom down columns. More
formally, it is a bijection φ : Fλ → {1, 2, . . . n} such that φ(i + 1, j) > φ(i, j)
and φ(i, j + 1) > φ(i, j). Two tableaux of shape (4221) are shown in Figure
1.2. Denote by fλ the number of tableaux of shape λ.

A similar object, which is used in later examples, is a skew tableau.
Given two partitions λ and µ, with Fµ ⊂ Fλ, define the diagram Fλ\µ to
be Fλ \ Fµ — that is, Fλ\µ is the Ferrers diagram for λ with the boxes

3
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Figure 1.2: Two of the standard Young tableaux of shape (4221)

1

2 3

4 5

6

Figure 1.3: Skew tableau of shape (4221) \ (21)

corresponding to µ removed. As before, we define a skew tableau of shape
λ \ µ to be a bijection φ : Fλ\µ → {1, 2, . . . , |Fλ\µ|} such that φ(i + 1, j) >
φ(i, j) and φ(i, j +1) > φ(i, j), which is represented diagrammatically as an
assignment of integers to the boxes of Fλ\µ. An example of a skew tableau
is shown in Figure 1.3.

A well-known equation relating the numbers of tableaux of a given shape
is ∑

λ`n
(fλ)2 = n!. (1.1)

There are several proofs of this result. It can be proven in a purely combi-
natorial manner by means of the Robinson-Schensted correspondence [14],
which is a bijection between permutations on n symbols and pairs of stan-
dard Young tableaux of the same shape λ ` n. It can also be proven using
the representation theory of the symmetric group, where it is recognized
as the formula for the sum of the squares of the degrees of the irreducible
representations of the symmetric group. (See, for example, Theorem 2.6.5
of [13].) This chapter will deal with a third, algebraic-combinatorial proof,
which is a special case of the results of Stanley in [17], and which is also
discussed in [13].
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The definitions pertaining to partially ordered sets which are needed to
understand this thesis may be found in Appendix A. The poset-theoretic
proof of (1.1) relies on regarding the set Y of all partitions as a partially
ordered set, with the order given by λ ≤ µ if and only if Fλ ⊆ Fµ. Geomet-
rically, this means that if Fλ is placed on top of Fµ such that the upper left
corners of the diagrams coincide, then the diagram Fλ is contained entirely
within the diagram Fµ. It is easy to verify that Y is a lattice (in fact, it
is just the lattice J(N2) of downward-closed subsets of N2), called Young’s
lattice.

In Young’s lattice, a useful characterization of the cover relation is that
λ l µ if and only if Fµ \ Fλ consists of exactly one element. Young’s lattice
may be represented as an infinite graph whose vertices are partitions, and
two vertices λ and µ are adjacent if and only if λ l µ or µ l λ in the partial
order on Y. This graph is called the Hasse diagram of Y, and is shown in
Figure 1.4. Walks on the Hasse diagram of a poset are called Hasse walks.

For any element λ ∈ Y, let Uλ be the set of all partitions which cover λ,
that is,

Uλ = {µ ∈ Y : λ l µ}.

Similarly, let Dλ be the set of all partitions covered by λ, that is,

Dλ = {µ ∈ Y : µ l λ}.

Two combinatorial facts about these sets are used in the linear algebraic
study of Young’s Lattice:

if λ 6= µ, then |Uλ ∩ Uµ| = |Dλ ∩ Dµ| (1.2)

and
|Uλ| = |Dλ|+ 1. (1.3)

Equation (1.2) may be proven by first showing that Uλ ∩ Uµ is non-
empty if and only if Dλ ∩ Dµ is non-empty. Suppose π ∈ Uλ ∩ Uµ. Then
Fπ \ Fλ = {(i1, j1)} and Fπ \ Fµ = {(i2, j2)}. Note that (i1, j1) and (i2, j2)
are distinct, for otherwise, λ = µ. But Fπ \ {(i1, j1), (i2, j2)} is in both Dλ

and Dµ, so the intersection of these sets is non-empty. This argument is
symmetric, so the claim

Uλ ∩ Uµ 6= ∅ ⇔ Dλ ∩ Dµ 6= ∅

5
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is in fact an “if and only if” statement. In the case where these intersec-
tions are non-empty, we now show that they must contain a single element.
Suppose π, π′ ∈ Uλ ∩ Uµ. Then

Fπ = Fλ ∪ {(i1, j1)} = Fµ ∪ {(i2, j2)} (1.4)

and
Fπ′ = Fλ ∪ {(i′1, j′1)} = Fµ ∪ {(i′2, j′2)}, (1.5)

where the unions are disjoint, (i1, j1) 6= (i2, j2) and (i′1, j
′
1) 6= (i′2, j

′
2). If

(i2, j2) = (i′2, j
′
2), we are done, so assume (i2, j2) 6= (i′2, j

′
2). By equation

(1.4), (i2, j2) ∈ Fλ. But then equation (1.5) implies that (i2, j2) ∈ Fµ,
contradicting the fact that Fπ \ Fµ = (i2, j2). Thus Fπ = Fπ′ , hence π = π′,
and |Uλ∩Uµ| = 1. The argument for D is similar, so equation (1.2) is proven.

Equation (1.3) may be proven by first observing that |Dλ| is the num-
ber of boxes that, when removed from Fλ, leave the Ferrers diagram of a
partition. Note that this number is equal to the number of parts λi such
that λi > λi+1. (In this case, by removing the rightmost box from row i, we
still have a Ferrers diagram of a partition.) On the other hand, whenever
λi > λi+1, a box may be added to the right end of row i + 1 to obtain a
Ferrers diagram of a partition. But a box may also be added to the right
end of the first row. Since this exhausts all possible positions where a single
box may be added to Fλ, and the number of such positions is equal to |Uλ|,
equation (1.3) follows.

The problem of counting tableaux of shape λ is the same as the problem
of counting walks on the Hasse diagram of Young’s Lattice of the form

0̂ l λ1 l λ2 l ... l λn = λ.

There is a bijection between standard Young tableaux of shape λ and paths
of this form. Given a tableau T , identify it with a walk where λi is the
shape of the tableau we obtain from T by deleting all boxes except those
containing the integers 1, 2, . . . , i. (Another way of looking at this bijection
is that Fλi

\Fλi−1
is the box of T containing i.) An example of this bijection

is shown in Figure 1.5.

Note that this bijection may be modified to deal with skew tableaux. In
this case, the number of skew-tableau of shape λ \ µ is equal to the number
of Hasse walks of the form

µ l λ1 l . . . l λk = λ.

7
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Figure 1.5: Example of bijection between standard Young tableaux and
increasing paths in Y

1.1.1 The Vector Space of Partitions

The linear algebraic proof of equation (1.1) uses the vector space QY of
formal, rational linear combinations of elements of Y. Define linear trans-
formations U and D on this vector space by

U(x) =
∑
xly

y

and
D(x) =

∑
ylx

y,

extended linearly to all of QY. A combinatorial way of viewing these trans-
formations is as follows. Let an(x, y) denote the number of Hasse walks of
the form

x l z1 l · · ·l zn−1 l y.

Then
U(x) =

∑
y∈Y

a1(x, y)y.

Proceeding by induction, it is not difficult to see that Un(x) =
∑

y∈Y an(x, y)y.
(This is a special case of a result developed in more detail in Section 2.2.)
From the discussion about the bijection between tableaux and walks on
Young’s lattice, we can see that

Un0̂ =
∑
λ`n

fλλ.

By a similar argument,
Dnλ = fλ0̂

8



for λ ` n. Combining these, we obtain

DnUn0̂ =
∑
λ`n

(fλ)20̂.

So, it suffices to compute DnUn0̂ and examine the coefficient of 0̂.

Using (1.2) and (1.3), we obtain

DU − UD = I. (1.6)

This can be proven by brute force computation of DU − UD; the details
may be found in Section 2.1, where this appears as a special case of a more
general result.

Applying (1.6), we obtain

DUn = UDUn−1 + Un−1

so, proceeding inductively,

DUn = UnD + nUn−1. (1.7)

Equation (1.7) may now be applied repeatedly to DnUn0̂ to obtain(∑
λ`n

(fλ)2
)

0̂ = DnUn0̂

= Dn−1(UnD + nUn−1)0̂
= nDn−1Un−10̂ (since D0̂ = 0)
...
= n!0̂.

Equation (1.1) follows immediately by comparing coefficients of 0̂.

9





Chapter 2

Differential Posets

The example of Young’s lattice in Chapter 1 demonstrates the usefulness
of using the linear operators U and D to solve the problem of enumerating
Hasse walks. More generally, our strategy for enumerating walks is as fol-
lows. Let x1x2 . . . xn be a walk on a poset P, that is, either xi l xi+1 or
xi+1 l xi, for 1 ≤ i ≤ n− 1. Any such walk may be described as a sequence
of steps, either up or down, in the partially ordered set. Using “U” to rep-
resent an up-step and “D” to represent a down-step, write the steps from
right to left to obtain a monomial W encoding the shape of the walk. (The
word is written in this way so that the order of steps in the walk of shape
W corresponds to the composition of functions U and D.) More formally,
W is defined by W = Sn−1 . . . S2S1 where Si = U if xi l xi+1 and Si = D if
xi+1lxi. The length of W , denoted |W |, is the total number of U ’s and D’s
in W . The displacement of W , denoted `(W ), is the number of U ’s in W
minus the number of D’s. For example, the walk (3)(31)(21)(11)(111)(211)
on Young’s lattice has shape UUDDU , length 5 and displacement 1. (See
Figure 2.1.) Conversely, any monomial W ∈ {U,D}∗ describes a possible
shape of a walk. By applying W to elements of the vector space spanned
by the poset, we can obtain enumerative results pertaining to the number
of Hasse walks of shape W .

In Section 2.1, a discussion of the algebra related to the operators U and
D will lead to a definition of a differential poset, which was first defined
by Stanley [17]. In Section 2.2, the connection between linear algebra and
the walk-enumeration problem is made more precise. The remainder of this
chapter describes further development of the algebra of differential posets

11
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Figure 2.1: Example of a walk of shape UUDDU in Young’s Lattice

and its use to solve walk-enumeration problems. This is also due to Stanley.

2.1 Definition and Basic Results

This discussion takes place in the context of a poset P which

1. is locally finite,

2. is graded, with grading ρ,

3. has finitely many elements of each rank,

4. and has a least element 0̂.

It is clear, for example, that Young’s Lattice satisfies all these conditions —
the empty partition is the least element 0̂ and the rank function is ρ(λ) = n,
where λ ` n. Our objective is to determine conditions under which the
operators U and D satisfy DU − UD = rI, thereby generalizing a useful
property of Young’s Lattice.

12



Let K be a field of characteristic 0. Often, K will be the field Q((t)) of
formal Laurent series, though sometimes it is useful to consider fields with
more indeterminates. As in Chapter 1, we would like to consider the vector
space of formal linear combinations of elements of P. However, we need to
be able to deal with infinite linear combinations of elements of P, so simply
working with spanKP is not sufficient. Some care must be taken to ensure
that infinite linear combinations, and the operations on them, are well-
defined. Thus, we work instead with the vector space KP of functions from
P to K. For convergence considerations, we use the discrete topology on K,
and extend it to KP as the product topology. Thus, informally, sequences
of elements of KP converge if and only if they are “pointwise eventually
constant.” That is, a sequence {fn}n≥0 of elements of KP converges to f
if and only if for each x ∈ P, there exists nx ∈ N such that for n ≥ nx,
fn(x) = f(x).

Any x ∈ P can be associated with the unique function x ∈ KP given by

x(y) = δx,y =
{

1 if x = y,
0 otherwise,

for any y ∈ P. Now, given any sequence {ax}x∈P of elements of K, consider
the infinite sum ∑

x∈P
axx. (2.1)

We wish to verify that this sum is an element of KP , and that it is equal to
the function f given by f(y) = ay. Since P is a countable union of the finite
sets of elements of rank i, namely,

Pi := {x ∈ P : ρ(x) = i},

it is countable, so we can bijectively associate to each element of P a natural
number. Let xi denote the element of P corresponding to i. The sum (2.2)
is the limit of the sequence of partial sums given by

fk :=
∑

0≤i≤k

axxi,

provided the limit exists. For any y ∈ P, let ny be such that xny = y. Then,
for any n ≥ ny,

fn(y) =
∑

0≤i≤n

axixi(y) = ay = f(y)

so this sequence converges to f . We have proven the following.

13



Lemma 2.1. For any f ∈ KP ,∑
x∈P

f(x)x = f . (2.2)

Equation (2.2) will often be written as

f =
∑
x∈P

fxx.

From this, we see that KP is exactly the vector space we want to use for
working with infinite linear combinations. So, for example, we may work
with a sum over all poset elements, denoted by

P :=
∑
x∈P

x.

The vector space KP has a convenient expression as a direct product of
an infinite number of finite-dimensional subspaces. Define the subspace KPi

of KP by
KPi = spanK{x : x ∈ Pi}.

It is clear that P is the disjoint union of all the Pi, so

KP =
∏
i≥0

KPi

is a direct product of finite-dimensional vector spaces.

As in Chapter 1, let

Ux = {y ∈ P : x l y},

Dx = {y ∈ P : y l x}

and, for any x ∈ P, define the linear operators U : KP → KP and D : KP → KP
as follows.

U(x) =
∑
y∈Ux

y =
∑
xly

y

and
D(x) =

∑
y∈Dx

y =
∑
ylx

y.
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We can extend U and D to the subspace KPfin consisting of functions of finite
support, i.e. functions f such that f(x) = 0 for all but finitely many values
of x, by specifying that U and D be linear.

To extend this definition to all of KP , if f =
∑

x∈P fxx, let

U(f) =
∑
x∈P

fxU(x) and D(f) =
∑
x∈P

fxD(x). (2.3)

Note that if f has finite support, this definition reduces to the earlier one.
We must verify that these operators are indeed well-defined; that is, we must
verify that U(f) ∈ KP and D(f) ∈ KP for all f ∈ KP .

We shall use the “cover function” given by

c(x, y) =
{

1 if x l y,
0 otherwise.

This allows the operators U and D to be written in a more convenient fashion
as sums over the whole poset P, namely,

U(x) =
∑
y∈P

c(x, y)y

and
D(x) =

∑
y∈P

c(y, x)y.

Writing the operators in this form, we can see that that they are well-defined
on elements of the form x for x ∈ P — defining u,d ∈ KP by u(y) = c(x, y)
and d(y) = c(y, x) for fixed x, then U(x) = u and D(x) = d.

Let f =
∑

x∈P fxx ∈ KP . Observe that

U(f) =
∑
x∈P

fxU(x)

=
∑
x∈P

∑
y∈P

fxc(x, y)y

=
∑
y∈P

∑
x∈P

fxc(x, y)y.

Note that the interchanging of summation order is valid because the sum-
mation over y is finite — c(x, y) is nonzero for at most |Pρ(x)+1| values of y,
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and P has a finite number of elements of each rank. In order to verify that
U(f) is an element of KP , it suffices to check that U(f)(y) ∈ K for all y ∈ P.
Note that U(f)(y) =

∑
x∈P fxc(x, y). But this is a finite sum of elements

of K, so it is in K. Thus U(f) ∈ KP for all f ∈ KP , so U is a well-defined
endomorphism of KP . D is also well-defined by a similar argument.

The following lemma justifies the use of equation (2.3) to extend the
definition of U and D from vectors of finite support to all of KP . The
extension of the definition is natural in the sense that it forces the operators
U and D to be continuous.

Lemma 2.2. U and D are continuous, that is, if {fn}n≥0 is a sequence in
KP which converges to f , then

lim
n→∞

U(fn) = U(f)

and
lim

n→∞
D(fn) = D(f).

Proof: By Lemma 2.1, we can write

f =
∑
x∈P

fxx and fn =
∑
x∈P

fn,xx.

Fix y ∈ P. As argued above,

U(f)(y) =
∑
xly

fx

and similarly,
U(fn)(y) =

∑
xly

fn,x.

Since fn → f , for each x ∈ Dy, there exists nx such that if n ≥ nx, then
fn,x = fx. Let

ny = max
x∈Dx

nx,

which is well-defined since Dx is finite. If n ≥ ny, then fn,x = fx for all
x l y, so U(f)(y) = U(fn)(y). Thus, U(fn) → U(f), so U is continuous. The
argument that D is continuous is similar. �

Now, we are in a position to examine the commutator DU − UD of U
and D, which will lead to the definition of a differential poset. Several facts
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about the cover function are useful in computations involving U and D.
First, c(x, y)2 = c(x, y). Second,

c(x, y)c(x, z) =
{

1 if x l y and x l z,
0 otherwise,

or, in other words,

c(x, y)c(x, z) =
{

1 if x ∈ Dy ∩ Dz,
0 otherwise.

Similarly,

c(y, x)c(z, x) =
{

1 if x ∈ Uy ∩ Uz,
0 otherwise.

The commutator of U and D may be calculated directly using the defi-
nitions of U and D. For any x ∈ P,

UD(x) = U

∑
y∈P

c(y, x)y


=
∑
y∈P

c(y, x)U(y)

=
∑
y∈P

c(y, x)
∑
z∈P

c(y, z)z

=
∑
z∈P

∑
y∈P

c(y, x)c(y, z)z

=
∑
z∈P

|Dx ∩ Dz|z.

Similarly,
DU(x) =

∑
z∈P

|Ux ∩ Uz|z,

so
(DU − UD)(x) =

∑
z∈P

(|Ux ∩ Uz| − |Dx ∩ Dz|) z.

From this, it follows that in order for DU −UD = rI to hold, the following
conditions must be satisfied:

|Ux ∩ Uy| = |Dx ∩ Dy| for x 6= y (2.4)
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and
|Ux| = |Dx|+ r. (2.5)

From this, we obtain the following.

Theorem 2.3 (Stanley). Let P be a poset satisfying conditions 1 to 4 on
page 12. (Namely, one that is locally finite, graded, has a least element 0̂
and has finitely many elements of each rank.) Then DU − UD = rI if and
only if equations (2.4) and (2.5) are satisfied for all x, y ∈ P with x 6= y.

We are now in a position to provide two definitions of our object of study,
one combinatorial and one algebraic, which are equivalent by Theorem 2.3.

Definition 2.4 (Differential Poset (Combinatorial)). Let P be a locally
finite, graded, partially ordered set with a least element 0̂ and finitely many
elements of each rank. P is said to be r-differential if |Ux| = |Dx|+ r for
all x ∈ P, and for all x 6= y, |Ux ∩ Uy| = |Dx ∩ Dy|.

Definition 2.5 (Differential Poset (Algebraic)). Let P be a locally fi-
nite, graded, partially ordered set with a least element 0̂ and finitely many
elements of each rank. P is said to be r-differential if the operators
U,D : KP → KP given by U(x) =

∑
xly y and D(x) =

∑
ylx y satisfy

DU − UD = rI.

Young’s Lattice Y is an example of a 1-differential poset — the proofs
of (1.2) and (1.3) in Chapter 1 demonstrate that Y satisfies Definition 2.4.

In the case of a lattice, condition (2.4) is often easy to verify.

Proposition 2.6 (Stanley). Let P be a lattice that satisfies conditions 1
to 4 on page 12. (Namely, it is locally finite, graded, has a least element 0̂
and has finitely many elements of each rank.) If P satisfies condition (2.5),
then P is r-differential if and only if P is modular.

Proof: P is r-differential if and only if it satisfies condition (2.4). By
Lemma A.2, P is modular if and only if the condition

x, y l x ∨ y ⇔ x ∧ y l x, y

is satisfied for all x 6= y in P. Note that if a ∈ Ux∩Uy, then a = x∨y, and if
b ∈ Dx ∩ Dy, then b = x ∧ y. In particular, such a and b are unique — that
is, Ux ∩ Uy (resp. Dx ∩Dy) is either empty or consists of the single element
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x ∨ y (resp. x ∧ y). Thus, condition (2.4) is equivalent to the modularity
condition, proving the result. �

In light of this proposition, to prove that Y is 1-differential, the verifica-
tion of (1.2) is unnecessary, since Y is modular.

2.1.1 Action of D on P

For the purposes of enumerating walks, an important, and very useful conse-
quence of the combinatorial definition of a differential poset is the following.

Theorem 2.7. Let P be a r-differential poset. Then DP = (U + r)P.

Proof: Note that

DP =
∑
x∈P

Dx =
∑
x∈P

∑
y∈P

c(y, x)y =
∑
y∈P

∑
x∈P

c(y, x)y.

Similarly, UP =
∑

y∈P
∑

x∈P c(x, y)y. Combining these two equations,

(D − U)P =
∑
y∈P

(∑
x∈P

c(y, x)−
∑
x∈P

c(x, y)

)
y

=
∑
y∈P

(|Uy| − |Dy|)y

=
∑
y∈P

ry

= rP.

Note that the penultimate equality uses the combinatorial Definition 2.4 of
a differential poset. Hence DP = (U + r)P. �

2.1.2 On Examples of Differential Posets

It should be noted that Young’s Lattice is not the only example of a dif-
ferential poset. Stanley defines an r-differential poset called the Fibonacci
differential poset, denoted by Z(r), in [17]. The ground set of Z(r) is the
set of all sequences from {a1, . . . ar, b}∗. The order on Z(r) can be given by
specifying the cover relations, and extending by transitivity. Define w l w′

in Z(r) if and only if either
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1. for some b in the sequence w′ such that no letters to the left of it are
of the form ai, changing that b to some ai results in w, or

2. deleting the first letter of the form ai in w′ results in w.

Elementary arguments (such as those given by Stanley) can be used to show
that Z(r) satisfies the combinatorial definiton of an r-differential poset. The
motivation for the name of this poset is that in the case r = 1, the sizes
of level sets are Fibonacci numbers; that is, the rank-generating series is
F (Z(r); q) = (1−q−q2)−1. Though all examples presented in the remainder
of this chapter deal with walk enumeration on Young’s Lattice, they can
easily be re-written as examples of walk enumeration on Z(r).

Though there is an infinite class of differential posets — Stanley’s pa-
per contains a construction due to Wagner — Young’s Lattice and the Fi-
bonacci differential poset are the only major examples of interest. Indeed,
one open problem posed by Stanley is to find other “interesting” examples of
r-differential posets. A more general context than differential posets, which
admits many more examples, is discussed in Chapter 3.

2.2 The Combinatorics-to-Algebra Dictionary

The purpose of this section is to examine in more detail the connections
between the algebra and combinatorics of differential posets. Our ultimate
goal is to enumerate Hasse walks of a fixed shape W , starting and ending
at specified poset elements, where W is a monomial in U and D. To do
this, we shall derive an algebraic formula which, when evaluated, gives the
number of walks of shape W between x and y.

In any poset P, the vector space KP may be used to encode a subset
S ⊂ P as the function that is 1 on S and 0 elsewhere, namely

S =
∑
x∈S

x.

(The alternative notation S = S may be used when the bold face causes
ambiguity.) Conversely, any function f ∈ KP which takes values in {0, 1}
encodes the subset of P on which f is equal to 1. More generally, if M ⊂ P
is a multiset, where x ∈ M with multiplicity mx, then M may be encoded
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as the function given by M(x) = mx, that is,

M =
∑
x∈P

mxx.

Conversely, it is clear that any non-negative integer-valued function in KP
encodes a multiset of elements of P. Note that if A and B are multisets,
then A + B = A ∪B is a vector which encodes the multiset A ∪B.

In order to obtain the multiplicity of x as an element of M , we simply
evaluate M(x). Let 〈·, ·〉 : P ×KP → K be given by

〈x, f〉 = f(x).

This functional will be applied to algebraic objects, producing numbers
which may be given a combinatorial interpretation. Note that this func-
tion is linear in the second variable. The function 〈x, f〉 = f(x) may be
extended linearly to KPfin in the first variable, as follows.

〈g, f〉 =

〈∑
x∈P

gxx, f

〉
=
∑
x∈P

gx〈x, f〉

=
∑
x∈P

gxf(x).

This sum is well-defined because gx = 0 for all but finitely many x ∈ P.
Note that we may not extend this function to KP in the first variable, since,
in general, the above computation would result in a sum which does not
have finite support.

Note that for x, y ∈ P, this bilinear functional satisfies

〈x,y〉 = y(x) = δx,y,

so this is analogous to the standard inner product on a finite-dimensional
vector space. In particular,

〈g, f〉 =
∑

x,y∈P
gxfyδx,y

=
∑
x∈P

gxfx.
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Note that if f and g both have finite support, then 〈f ,g〉 = 〈g, f〉. Thus, its
restriction to a finite-dimensional subspace such as KPn is in fact an inner
product.

Next, we consider combinatorial interpretations of the operator U . In
terms of the notation introduced in the preceding paragraphs, for any x ∈ P,
U(x) = Ux. If M is any multiset of elements of P, then the linearity of U
allows us to write

U(M) = U

(∑
x∈P

mxx

)
=
∑
x∈P

mxU(x) =
∑
x∈P

mxUx = ∪x∈MUx,

where the union in the rightmost expression is a multiset union. So, the
effect of U on a vector which encodes a multiset M is to produce a vector
which encodes the multiset obtained from M by replacing each element with
the set of elements immediately above it in the partial order.

Consider Young’s lattice as an example. Let M = {(3), (21)} ⊂ Y, which
corresponds to the algebraic object M = (3)+(21). Applying U to this gives

U(M) = U(3)+U(21) = [(31)+(4)]+[(211)+(22)+(31)] = (211)+(22)+2(31)+(4).

But this corresponds to the multiset {(211), (22), (31), (31), (4)}, which is
exactly what we obtain if we replace each element x ∈ M by Ux. (The
discussion for the operator D is similar.)

Recall that the shape of a Hasse walk may be encoded as a monomial
W ∈ {U,D}∗. Given sets A,B ⊆ P with B finite, and W ∈ {U,D}∗, let
α(A W→ B) denote the number of walks of shape W which start in A and
end in B. With this terminology in place, we can now state the main result
of this section. (This result is used implicitly by Stanley in [17].)

Lemma 2.8. Let A and B be subsets of P, with B finite. Let W ∈ {U,D}∗.
Then

α(A W→ B) = 〈B,WA〉.

Proof: Use induction on the length of W . If W is the empty word, then
for any x ∈ B, y ∈ A,

〈x,Wy〉 = 〈x,y〉 =
{

1 if x = y,
0 otherwise.
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which is the number of walks from x to y of length 0. Using bilinearity of
〈·, ·〉, we find that 〈B,WA〉 is the number of walks from A to B of length
0, so the lemma holds in the base case.

Suppose that the length of W is at least one, and that the lemma holds
for walks of shorter length. Note that either W = W ′U or W = W ′D for
some monomial W ′ of length shorter than W . Let x ∈ B and y ∈ A. Then

〈x,Wy〉 = 〈x,W ′Uy〉
= 〈x,W ′Uy〉.

By induction, this is the number of walks from Uy to x of shape W ′. Note
that there is a bijection between these walks and walks from y to x of shape
W = W ′U . So 〈x,Wy〉 is the number of walks from y to x of shape W .
Extending linearly, 〈B,WA〉 is the number of walks from A to B of shape
W . �

If the sets A and B happen to be level subsets of the differential poset,
then the notation

α(n W→ n + `(W )) = 〈Pn+`(W ),WPn〉

is used. That is, α(n W→ n+ `(W )) is the number of Hasse walks of shape W
starting at an element of rank n and ending at rank n+`(W ). Furthermore,
when W = Um−n, we shall often write

α(n → m) = 〈Pm, Um−nPn〉.

One final observation about the operators U and D is the following. For
x, y ∈ P,

〈x, Uy〉 = 〈x,Uy〉

=
{

1 if y l x,
0 otherwise

= 〈Dx,y〉
= 〈Dx,y〉.

Similarly, 〈x, Dy〉 = 〈Ux,y〉. So U and D are adjoint with respect to this
bilinear functional. Let A∗ denote the adjoint of the operator A. Then, for
any x, y ∈ P,

〈x,Wy〉 = 〈W ∗x,y〉
= 〈y,W ∗x〉.
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Combinatorial object Algebraic object
The poset P The vector space KP

Multiset M ⊂ P The vector M ∈ KP
“Up” step in a walk The operator U

“Down” step in a walk The operator D

α(A W−→ B) 〈B,WA〉
A traversal of a walk in reverse direction The adjoint of an operator

Table 2.1: Connection between algebra and combinatorics in a differential
poset

Hence, the number of walks from y to x of shape W is equal to the number
of walks from x to y of shape W ∗. Note that W ∗ is obtained from W by
writing W in reverse order, and interchanging D and U . From this we see
that the operation of taking adjoints of operators corresponds to traversing
walks backwards, from which the relation α(y W→ x) = α(x W ∗

→ y) becomes
obvious from a combinatorial point of view.

The results of this section are summarized in Table 2.1. Having reduced
the problem of enumerating walks from A to B of shape W to the problem
of evaluating 〈A,WB〉, we now turn our attention to the algebraic problem
of evaluating this expression.

2.3 Algebraic Results for Differential Posets

In order to obtain any interesting results about differential posets, we must
be able to manipulate expressions involving U and D. This section intro-
duces a number of results that may be used to simplify endomorphisms built
up from the operators U and D. The results of this section were first proven
by Stanley [17].

2.3.1 Endomorphisms of KP

We first verify that the expressions we work with are in fact endomorphisms
of the vector space KP . Since U and D are endomorphisms of KP , it is
clear that any polynomial in the noncommuting U and D corresponds to an
endomorphism of KP . However, the question becomes less clear for formal
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power series involving U and D. Examples of such series that do not corre-
spond to endomorphisms of KP may be found by considering certain infinite
sets of walks. Consider the set of all decreasing walks ending at 0̂. There is
an infinite number of such walks, so any attempt to encode this as a vector
will not result in an element of KP , since evaluating the vector at 0̂ would
give infinity. Thus, any transformation resulting in a vector encoding the
set of all decreasing walks ending at 0̂ cannot be an endomorphism. This
transformation must be f(D) =

∑
i≥0 Di = 1

1−D , and applying this to the
vector P should create a “vector” enumerating all decreasing walks, so 1

1−D

is not an endomorphism of KP .

This discussion may be made more rigorous as follows. Note that for
any x ∈ P,

〈0̂, (1−D)−1x〉 =
∑
n≥0

〈0̂, Dnx〉 = 〈0̂, Dρ(x)x〉 ≥ 1.

Extending this linearly to the element P =
∑

x∈P x, we find that 〈0̂, f(D)P〉 =
∞, i.e. the coefficient of 0̂ in f(D)P is infinite, so f(D)P is not an element
of KP . Thus, the element 1 − D does not have an inverse in the ring of
endomorphisms of KP .

There are two important classes of formal power series in U and D which
are indeed endomorphisms of KP . These are dealt with in the following
lemmas.

Lemma 2.9 (Stanley). Let f(z) ∈ K[[z]]. Then f(U) is a well-defined
endomorphism of KP .

Proof: Given any y ∈ KP , it suffices to show that

[f(U)y](x) = 〈x, f(U)y〉 < ∞

for all x ∈ P. Write f(U) =
∑

n≥0 anUn and observe that for any n,

Uny ∈
∏
i≥n

KPi

since U maps from KPi to KPi+1 . Thus, if n > ρ(x), 〈x,Uny〉 = 0. Hence

〈x, f(U)y〉 =
∑
n≥0

an〈x, Uny〉 =
∑

0≤n≤ρ(x)

an〈x, Uny〉.

Since this sum is finite for all x ∈ P , f(U)y is well-defined for all y ∈ KP .
Thus f(U) is an endomorphism of KP . �
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Lemma 2.10 (Stanley). Let g(z, q) ∈ K[[z, q]], where K is a field contain-
ing Q((t)). Then g(U,Dt) is a well-defined endomorphism of KP .

Proof: Let y ∈ KP and x ∈ P. Write g(z, q) =
∑

n≥0 an(z)qn for
an ∈ K[[z]]. Then

〈x, g(U,Dt)y〉 =

〈
x,
∑
n≥0

an(U)Dntny

〉
=
∑
n≥0

tn 〈x, An(U)Dny〉 .

By Lemma 2.9, 〈x, An(U)Dny〉 ∈ K, so 〈x, g(U,Dt)y〉 ∈ K[[t]] = K. �

2.3.2 Differential Action of D

In any r-differential poset, the equation DU = UD+rI holds. This equation
may be viewed as a way dealing with expressions in U and D by “moving
D to the right,” as demonstrated in the following.

Example 2.11.

DU2 = (UD + rI)U
= UDU + rU

= U(UD + rI) + rU

= 2rU + U2D.

It is clear that this technique may be applied repeatedly. The result is
a generalization of the equation DU = UD + rI to deal with the situation
in which D is applied to any formal power series in U . (We know that any
such series gives an endomorphism of KP by Lemma 2.9.)

Theorem 2.12 (Stanley). Let g(z) ∈ K[[z]]. Then in any r-differential
poset,

Dg(U) = r
∂

∂U
g(U) + g(U)D.

Proof: First, we prove by induction on n that DUn = rnUn−1 + UnD.
The base case, when n = 1, is DU = r + UD, which holds by Definition 2.5
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in a r-differential poset. Suppose that DUn−1 = r(n − 1)Un−2 + Un−1D.
Then

DUn = (DUn−1)U

= (r(n− 1)Un−2 + Un−1D)U

= r(n− 1)Un−1 + Un−1(UD + rI)

= rnUn−1 + UnD.

Use linearity to extend this result to g(U) for any g(z) ∈ K[[z]], to achieve
the desired result. �

This theorem justifies the use of the term “differential poset,” since it
implies that D behaves like the differential operator ∂

∂U . When we apply
the result of this theorem to P, the sum over all poset elements, we can use
Theorem 2.7 to obtain

Dg(U)P =
(

r
∂

∂U
g(U) + g(U)D

)
P

=
(

r
∂

∂U
g(U) + g(U)(U + r)

)
P.

Thus, we obtain the following corollary.

Corollary 2.13 (Stanley). In an r-differential poset, for any g(z) ∈ K[[z]],

Dg(U)P =
(

r
∂

∂U
g(U) + (U + r)g(U)

)
P.

Another corollary of Theorem 2.12 is the following, which allows us to
compute repeated application of D.

Corollary 2.14. In an r-differential poset, for any g(z) ∈ K[[z]],

Dng(U) =
∑

0≤i≤n

(
n

i

)
ri ∂ig

∂U i
Dn−i.

Proof: Use induction on n. For the base case n = 1, use Theorem 2.12.
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Suppose that n ≥ 2 and that the result holds for n− 1. Then

Dng(U) = D(Dn−1g(U))

= D
∑

0≤i≤n−1

(
n− 1

i

)
ri ∂ig

∂U i
Dn−1−i

=
∑

0≤i≤n−1

(
n− 1

i

)
ri

(
r

∂i+1g

∂U i+1
+

∂ig

∂U i
D

)
Dn−1−i

=
∑

1≤i≤n

(
n− 1
i− 1

)
ri ∂ig

∂U i
Dn−i +

∑
0≤i≤n

(
n− 1

i

)
ri ∂ig

∂U i
Dn−i

=
∑

0≤i≤n

(
n

i

)
ri ∂ig

∂U i
Dn−i.

�

2.3.3 Expressing (U,D)-words as polynomials in U

Let W ∈ {U,D}∗ be any monomial in U and D. By applying Corollary
2.13 to the rightmost occurrence of D, and repeating for each D, we will
eventually end up with a polynomial in U . This is best illustrated by an
example.

Example 2.15.

UUDDUP = UUD(r + U(U + r))P

= UUD(r + rU + U2)P

= UU(r(r + 2U) + (r + rU + U2)(U + r))P

= (U5 + 2rU4 + (r2 + 3r)U3 + 2r2U2)P.

The notion that we can do this to any (U,D)-word is captured in the
following theorem.

Theorem 2.16 (Stanley). Let P be an r-differential poset, and let W ∈
{U,D}∗. Then there exists a unique polynomial pW (z) ∈ K[z] such that

WP = pW (U)P.
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In fact, the polynomial pW is defined recursively by

pI(z) = 1, (2.6)
pUV (z) = zpV (z), (2.7)
pDV (z) = rp′V (z) + (z + r)pV (z), (2.8)

where V ∈ {U,D}∗.

Proof: Let W ∈ {U,D}∗ and proceed by induction on the length |W | of
W . If |W | = 0, then W = I, and it is clear that P = pI(U)P. Suppose that
|W | ≥ 1 and that the theorem holds for all words of shorter length. Note
that either W = UV or W = DV , where V is a word of length |W | − 1. By
the inductive hypothesis, there exists pV such that

V P = pV (U)P.

If W = UV , apply U on the left to obtain

UV P = UpV (U)P = pUV (U)P.

Thus, pUV = zpV is a polynomial satisfying the desired condition. If W =
DV , apply D on the left to obtain

DV P = DpV (U)P
= (rp′V (U) + (r + U)pV (U))P
= pDV (U)P,

by applying Corollary 2.13. Thus, pDV = rp′V + (r + z)pV is a polynomial
satisfying the desired condition. Hence, by induction, such a polynomial
exists with the formula given by equations (2.6) to (2.8).

For the uniqueness part of the theorem, suppose there are two poly-
nomials pW and qW such that WP = pW (U)P = qW (U)P. Then (pW −
qW )(U)P = 0. Thus, it suffices to show that for any f(z) ∈ K[[z]], if
f(U)P = 0 then f = 0. Suppose f 6= 0. Then f(z) = zng(z) for some n ≥ 0
and g satisfying g(0) 6= 0. Note that

〈Pn, f(U)P〉 = 〈Pn, g(U)Un(0̂ + P− 0̂)〉
= 〈Pn, g(U)Un0̂〉+ 〈Pn, g(U)Un(P− 0̂)〉
= 〈Pn, g(U)Un0̂〉,
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since P− 0̂ ∈
∏

i≥1 KPi , hence g(U)Un(P− 0̂) ∈
∏

i≥n+1 KPi . Furthermore,
Un0̂ is a nonzero element of KPn , so

〈Pn, g(U)Un0̂〉 = 〈Pn, g(0)Un0̂〉
= g(0)〈Pn, Un0̂〉
6= 0,

hence 〈Pn, f(U)P〉 6= 0, so f(U)P 6= 0. �

Since any formal power series in U and D is a linear combination of
monomials, this result can be extended using linearity to any such series,
provided it is a well-defined endomorphism of KP .

Corollary 2.17 (Stanley). Let f(U,D) be a formal power series in U and
D which defines an endomorphism of KP . Then there exists a unique formal
power series pf (z) such that:

f(U,D)P = pf (U)P.

Example 2.18. As an example of an application of Theorem 2.16, consider
the construction of the polynomial pUUDDU .

p∅ = 1,

pU = z,

pDU = rp′U + (r + z)pU

= r + rz + z2,

pDDU = rp′DU + (r + z)pDU

= r(r + 2z) + (r + z)(r + rz + z2)

= z3 + 2rz2 + (r2 + 3r)z + 2r2,

pUUDDU = z2pDDU

= z5 + 2rz4 + (r2 + 3r)z3 + 2r2z2.

As expected, this agrees with the result obtained in Example 2.15.

Equation (2.8) may also be written in the following form, by multiplying
by the integrating factor exp(z + z2

2r ).

pDV (z) = exp
(
−z − z2

2r

)
r

d

dz

(
exp

(
z +

z2

2r

)
pV (z)

)
. (2.9)
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Equation (2.7) may be written in a similar form.

pUV (z) = exp
(
−z − z2

2r

)
z

(
exp

(
z +

z2

2r

)
pV (z)

)
. (2.10)

Applying these equations repeatedly to a (U,D)-word, we obtain the follow-
ing.

Corollary 2.19 (Stanley). Let W = W (U,D) be a monomial in U and
D. Then

pW (z) = exp
(
−z − z2

2r

)
W

(
z, r

d

dz

)
exp

(
z +

z2

2r

)
. (2.11)

Proof: As before, use induction on the length of W . If W = I, then this
corollary is clear. If W = DV for some V of length `(W )− 1, then applying
equation (2.9) and induction we have

pW (z) = exp
(
−z − z2

2r

)
r

d

dz

(
exp

(
z +

z2

2r

)
pV (z)

)
= exp

(
−z − z2

2r

)
r

× d

dz

(
exp

(
z +

z2

2r

)
exp

(
−z − z2

2r

)
V

(
z, r

d

dz

)
exp

(
z +

z2

2r

))
= exp

(
−z − z2

2r

)
r

d

dz
V

(
z, r

d

dz

)
exp

(
z +

z2

2r

)
= exp

(
−z − z2

2r

)
W

(
z, r

d

dz

)
exp

(
z +

z2

2r

)
.

A similar result is obtained in the case W = UV . �

Example 2.20. As a check, this corollary may be applied to W = UUDDU .

pUUDDU (z) = exp
(
−z − z2

2r

)
z2r2 d2

dz2
z exp

(
z +

z2

2r

)
= exp

(
−z − z2

2r

)
z2r

d

dz
(r + z(r + z)) exp

(
z +

z2

2r

)
= exp

(
−z − z2

2r

)
z2(r2 + 2rz + (r + zr + z2)(r + z)) exp

(
z +

z2

2r

)
= z5 + 2rz4 + (r2 + 3r)z3 + 2r2z2,

agreeing with the result obtained in Examples 2.15 and 2.18.

31



Example 2.21. Now, suppose we want to compute the number of walks of
shape UUDDU from the nth rank to the n + 1th rank. By Proposition 2.8,
α(n W→ n + 1) = 〈Pn+1, UUDDUPn〉 = 〈Pn+1, UUDDUP〉, so

α(n W→ n + 1) = 〈Pn+1, (U5 + 2rU4 + (r2 + 3r)U3 + 2r2U2)P〉
= 〈Pn+1, U

5P〉+ 2r〈Pn+1, U
4P〉

+ (r2 + 3r)〈Pn+1, U
3P〉+ 2r2〈Pn+1, U

2P〉
= α(n− 4 → n + 1) + 2rα(n− 3 → n + 1)

+ (r2 + 3r)α(n− 2 → n + 1) + 2r2α(n− 1 → n + 1).

The computation of Example 2.21 is a special case of the following, where
pW =

∑
i≥0 aiz

i.

α(n W→ n + k) = 〈Pn+k,WP〉

=
∑
i≥0

ai〈Pn+k, U
iP〉

=
∑
i≥0

aiα(n + k − i → n + k).

This result is summarized in the following.

Lemma 2.22. Let P be an r-differential poset, and W ∈ {U,D}∗ be a word
of length k. If pW (z) =

∑
i≥0 aiz

i, then

α(n W→ n + k) =
∑
i≥0

aiα(n + k − i → n + k).

It should now be clear that our next task is to compute the values
α(n → n + k) for arbitrary values of n and k.

2.4 Generating Series for α(n → n + k)

This section deals with the problem of enumerating monotonically increasing
paths in an r-differential poset. We wish to calculate the quantity

α(n → n + k) = 〈Pn+k, U
kPn〉 = 〈DkPn+k,Pn〉 = 〈Pn, DkP〉.
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Hence, a study of the polynomials pDk(z), hereafter denoted by pk(z), is in
order. By Theorem 2.16, these polynomials are defined recursively by

p0(z) = 1,

pk(z) = r
∂

∂z
pk−1(z) + (z + r)pk−1(z) for k ≥ 1.

Using this recursion, we can derive a functional equation for the generating
series P (z, t) :=

∑
k≥0 pk(z) tk

k! . Multiplying the formula by tk

k! and summing
over all k ≥ 1,∑

k≥1

pk(z)
tk

k!
=
∑
k≥1

r
∂

∂z
pk−1(z)

tk

k!
+
∑
k≥1

(z + r)pk−1(z)
tk

k!
.

Simplifying, using the definition of P (z, t) on the left and linearity of differ-
entiation on the right,

P (z, t)− p0(z) = r
∂

∂z

∑
k≥1

pk−1(z)
tk

k!
+ (z + r)

∑
k≥1

pk−1(z)
tk

k!
.

Differentiating this equation with respect to t, using the fact that the formal
differential operators ∂

∂t and ∂
∂z commute, and recalling that p0(z) = 1,

∂P

∂t
= r

∂

∂z

∑
k≥1

pk−1(z)
tk−1

(k − 1)!
+ (z + r)

∑
k≥1

pk−1(z)
tk−1

(k − 1)!
.

Invoking the definition of P (z, t), this simplifies to the partial differential
equation

∂P

∂t
= r

∂P

∂z
+ (z + r)P. (2.12)

with initial condition given by P (z, 0) = p0(z) = 1. This partial differential
equation may be solved (say, using the method of characteristics discussed in
Appendix B); however, it is possible to derive a different recursive descrip-
tion of the polynomials pk, which leads to a simpler ordinary differential
equation. Apply Corollary 2.14 to obtain

pk(U)P = DkP

= Dk−1(U + r)P

= [(U + r)Dk−1 + (k − 1)rDk−2]P
= [(U + r)pk−1(U) + (k − 1)rpk−2(U)]P.
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By the uniqueness result of Theorem 2.16,

pk(z) = (z + r)pk−1(z) + (k − 1)rpk−2(z). (2.13)

This recursive formula has initial conditions p0(z) = 1 and p1(z) = z + r.
As before, this recursion may be used to derive a functional equation for
P (z, t). Multiplying the kth equation by tk

k! and summing over all k ≥ 2,

∑
k≥2

pk(z)
tk

k!
= (r + z)

∑
k≥2

pk−1(z)
tk

k!
+ r

∑
k≥2

(k − 1)pk−2
tk

k!
.

Differentiating this equation with respect to t,

d

dt
(P (z, t)− p0 − p1t) = (r + z)

∑
k≥2

pk−1
tk−1

(k − 1)!
+ r

∑
k≥2

pk−2
tk−1

(k − 2)!

= (r + z)(P (z, t)− p0) + rtP (z, t).

Rearranging this, and using the initial conditions p0 = 1 and p1 = z + r, we
obtain the ordinary differential equation

dP

dt
= (r + z + rt)P,

with initial condition P (z, 0) = p0 = 1. This may be easily solved by dividing
by P and integrating to obtain∫ t

0

1
P (z, s)

dP

ds
ds =

∫ t

0
(r + z + rs)ds,

hence,

log P = (r + z)t +
t2r

2
+ log(P (z, 0)).

After applying the initial condition P (z, 0) = 1, we have proven the following
result of Stanley. (The technique of using the recursion (2.13) to prove this
is new.)

Theorem 2.23 (Stanley). Let P be an r-differential poset over a field K
containing t. Then

P (z, t) = exp
(

rt + zt +
t2r

2

)
. (2.14)
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p0 1
p1 z + r
p2 z2 + 2rz + (r2 + r)
p3 z3 + 3rz2 + 3(r2 + r)z + (r3 + 3r2)
p4 z4 + 4rz3 + 6(r2 + r)z2 + 4(r3 + 3r2)z + (r4 + 6r3 + 3r2)

Table 2.2: Values of the polynomials pk

(Note, as a check, that this result also satisfies the partial differential
equation (2.12).)

By extracting the coefficient of tk

k! from P (z, t), we can compute the
polynomials pk. The first five polynomials in this sequence, computed using
Maple, are shown in Table 2.2.

For any n ≥ 1, let inv(n) denote the set of involutions in the symmetric
group Sn. For σ ∈ inv(n), let c(σ) denote the number of cycles of σ. The
following observation allows us to find a formula for pk(z) in terms of the
symmetric group.

Lemma 2.24. Let a and b be indeterminates. Then[
tn

n!

]
exp

(
at + b

t2

2

)
=

∑
σ∈inv(n)

a2c(σ)−nbn−c(σ).

Proof: Any σ ∈ inv(n) may be regarded as an unordered set of cycles of
length at most two. Marking 1-cycles with the indeterminate a and 2-cycles
with b, it is clear that exp(at + bt2/2) is the exponential generating series
for inv(n). Thus, if ci(σ) denotes the number of cycles of length i, then[

tn

n!

]
exp

(
at + b

t2

2

)
=

∑
σ∈inv(n)

ac1(σ)bc2(σ).

Note that
c1(σ) + c2(σ) = c(σ)

and
c1(σ) + 2c2(σ) = n,

so c1(σ) = 2c(σ)− n and c2(σ) = n− c, proving the lemma. �
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Applying Lemma 2.24 with a = (r + z) and b = r, we can obtain the
following formula.

pk(z) =
[
tn

n!

]
exp

(
(r + z)t +

rt2

2

)
=

∑
σ∈inv(n)

(r + z)2c(σ)−nrn−c(σ).

Example 2.25. To compute p3(z), note that the involutions of Sn are,
using cycle notation, (1)(2)(3), (12)(3), (13)(2), (23)(1). So there is one
involution with three cycles, and three with two cycles. Thus,

p3(z) = (z + r)3 + 3(z + r)r

= z3 + 3rz2 + 3(r2 + r)z + (r3 + 3r2),

which agrees with the result of Table 2.2.

2.4.1 Calculating α(n → n + k)

Equipped with the results of the previous section, we are now in a position
to tackle the problem of computing α(n → n + k). By Lemma 2.22,

α(n → n + k) =
∑
i≥0

aiα(n− i → n),

where pk(z) =
∑

i≥0 aiz
i. Using the computation of pk from the previous

section, we obtain a sequence of recursive formulae for α(n → n + k).

α(n → n + 1) = rα(n → n) + α(n− 1 → n),

α(n → n + 2) = (r2 + r)α(n → n) + 2rα(n− 1 → n) + α(n− 2 → n),

α(n → n + 3) = (r3 + 3r2)α(n → n) + 3(r2 + r)α(n− 1 → n)
+ 3rα(n− 2 → n) + α(n− 3 → n),

...

The base case for the recursion is given by α(n → n) = |Pn|. These recursive
formulae suggest looking for a functional equation for the generating series

G(q, t) :=
∑
n≥0

∑
k≥0

α(n → n + k)qn tk

k!
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for α(n → n + k).

Stanley’s method for finding a functional equation for G is as follows.
Using the results of the Sections 2.2 and 2.3, we may write this as

G(q, t) =
∑
n≥0

∑
k≥0

〈Pn, DkP〉qn tk

k!

=
∑
n≥0

∑
k≥0

〈Pn, pk(U)P〉qn tk

k!

=
∑
n≥0

〈
Pn,

∑
k≥0

tk

k!
pk(U)P

〉
qn

=
∑
n≥0

〈Pn, P (U, t)P〉qn

=
∑
n≥0

〈Pn, exp
(

rt + Ut +
rt2

2

)
P〉qn

= exp
(

rt +
rt2

2

)∑
n≥0

〈Pn, exp(Ut)P〉qn.

Through a change of index, we may re-write this in terms of G(q, t).∑
n≥0

〈Pn, exp(Ut)P〉qn =
∑
n≥0

∑
k≥0

〈Pn, UkP〉 t
k

k!
qn

=
∑
k≥0

∑
n≥0

α(n− k → n)
tk

k!
qn

=
∑
k≥0

∑
m≥−k

α(m → m + k)
tk

k!
qm+k(substituting m = n− k)

=
∑
k≥0

∑
m≥0

α(m → m + k)
(tq)k

k!
qm

= G(q, qt).

Note the penultimate equality uses the fact that α(m → m + k) = 0 if
m < 0. Furthermore, from the definition of G(q, t), it is clear that

G(q, 0) =
∑
n≥0

α(n → n)qn =
∑
n≥0

|Pn|qn = F (P; q).

Thus, we have proven the following.
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Lemma 2.26 (Stanley). The generating series G(q, t) satisfies the func-
tional equation

G(q, t) = exp
(

rt +
rt2

2

)
G(q, qt), (2.15)

with initial condition
G(q, 0) = F (P; q), (2.16)

where F (P; q) =
∑

x∈P qρ(x) is the rank-generating series of P, a r-differential
poset over a field K containing t.

2.4.2 Solving the Functional Equation

We now turn to the problem of finding a solution to the functional equation
(2.15). First, we check that such a solution is unique. Writing G(q, t) =∑

k≥0 gk(q)tk and exp(rt + rt2

2 ) =
∑

i≥0 ait
i, the functions gk(q) satisfy

gk(q) = [tk] exp
(

rt +
rt2

2

)
G(q, qt)

=
∑
i≥0

∑
j≥0

aigj(q)qjti+j

=
∑

0≤i≤k

aiq
k−igk−i(q).

From this we obtain the linear recurrence

gk(q) =
1

1− qk

∑
1≤i≤k

aiq
k−igk−i(q),

with initial condition g0(q) = F (P; q). Thus, the sequence {gk}k≥0 and
G(q, t) are uniquely determined.

To find this unique solution, note that equation (2.15) can be written as

G(q, t)
G(q, qt)

= exp
(

rt +
1
2
rt2
)

,

so, replacing t with qit,

G(q, qit)
G(q, qi+1t)

= exp
(

rqit +
1
2
rq2it2

)
.

38



So, for any N ≥ 0,

G(q, t) = G(q, qN+1t)
∏

0≤i≤N

exp
(

rqit +
1
2
rq2it2

)
.

Taking the limit as N →∞,

G(q, t) = lim
N→∞

G(q, qN+1t)
∏
i≥0

exp
(

rqit +
1
2
rq2it2

)

= lim
N→∞

G(q, qN+1t) exp

∑
i≥0

rqit +
1
2
rq2it2


= lim

N→∞
G(q, qN+1t) exp

(
rt

1− q
+

rt2

2(1− q2)

)
.

Writing G(q, t) =
∑

n≥0 an(q)tn,

lim
N→∞

G(q, qN+1t) =
∑
n≥0

lim
N→∞

an(q)qN+1tn

= a0(q)
= G(q, 0)
= F (P; q).

Thus, we have proven the following.

Theorem 2.27 (Stanley). Let P be an r-differential poset over a field K
containing t, and let α(n → n + k) denote the number of paths of shape Uk

from the nth rank to the (n + k)th rank. Let

G(q, t) :=
∑
n≥0

∑
k≥0

α(n → n + k)qn tk

k!
.

Then

G(q, t) = F (P; q) exp
(

rt

1− q
+

rt2

2(1− q2)

)
,

where F (P; q) is the rank-generating series of the poset P.

Using Lemma 2.24, we can obtain the following formula.
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n = 0 1 2 3 4 5
k = 0 1 1 2 3 5 7

1 1 2 4 7 12 19
2 2 4 10 18 34 56
3 4 10 26 52 102 180
4 10 26 76 158 332 608
5 26 76 232 518 1130 2178

Table 2.3: Values of α(n → n + k)

Corollary 2.28.

α(n → n + k) = [qn]F (P; q)
∑

σ∈inv(n)

(
1

1− q

)2c(σ)−n( 1
1− q2

)n−c(σ)

= [qn]F (P, q)
∑

σ∈inv(n)

(
1

1− q

)c(σ)( 1
1 + q

)n−c(σ)

.

Example 2.29. Consider applying Theorem 2.27 to Young’s Lattice. In
this case, r = 1 and the rank-generating series is just the generating series
which counts the number of partitions of n, namely

F (Y; q) =
∏
i≥0

(1− qi)−1.

So in this case, we have

G(q, t) =
∏
i≥0

(1− qi)−1 exp
(

t

1− q
+

t2

2(1− q2)

)
.

Extracting the coefficient of qn tk

k! from this series will give α(n → n + k),
which in the case of Young’s Lattice, is the number of skew-tableau having
shape of the form λ \ µ, where λ ` n + k and µ ` n. We can use Maple to
extract coefficients from this series — several values are given in Table 2.3.
For example, we should have α(2 → 5) = 26. Thirteen of the skew tableaux
corresponding to these paths are shown in Figure 2.2 — the remaining 13
may be obtained by taking the transpose of each of these diagrams.

As a further specialization, set q = 0 to get∑
k≥0

α(0 → k)
tk

k!
= exp

(
t +

t2

2

)
.
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Figure 2.2: Half of the skew-tableaux corresponding to monotonic paths
connecting rank 2 to rank 5 in Young’s Lattice

This is the exponential generating series for the number of involutions in
Sk, so it follows that the number of Standard Young Tableau with k boxes,
i.e. α(0 → k) is equal to the number of involutions in Sk.

More generally, for an r-differential poset, we have∑
k≥0

α(0 → k)
tk

k!
= exp

(
rt +

rt2

2

)
.

(Note that F (0;P) = 1 for a differential poset, since 0̂ is the unique element
of rank 0.) Then

α(0 → k) =
∑

σ∈inv(k)

rc(σ).

2.5 Enumerating Walks of a Single Fixed Shape

With the values α(n → n+k) in hand, we are now in a position to compute
α(n W→ n + k).

Example 2.30. In Young’s Lattice, continuing Example 2.21 with the num-
bers given in Table 2.3, we obtain

α(2 UUDDU−→ 3) = 4α(0 → 3) + 2α(1 → 3)
= 16 + 8
= 24.
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(11, 111, 11, 1, 11,111) (2, 3, 2, 1, 2, 3)
(11, 111, 11, 1, 11, 21) (2, 3, 2, 1, 2, 21)
(11, 111, 11, 1, 2, 3) (2, 3, 2, 1, 11, 111)
(11, 111, 11, 1, 2, 21) (2, 3, 2, 1, 11, 21)
(11, 21, 11, 1, 11, 111) (2, 21, 2, 1, 2, 3)
(11, 21, 11, 1, 11, 21) (2, 21, 2, 1, 2, 21)
(11, 21, 11, 1, 2, 3) (2, 21, 2, 1, 11, 111)
(11, 21, 11, 1, 2, 21) (2, 21, 2, 1, 11, 21)
(11, 21, 2, 1, 11, 111) (2, 21, 11, 1, 2, 3)
(11, 21, 2, 1, 11, 21) (2, 21, 11, 1, 2, 21)
(11, 21, 2, 1, 2, 3) (2, 21, 11, 1, 11, 111)
(11, 21, 2, 1, 2, 21) (2, 21, 11, 1, 11, 21)

Table 2.4: The 24 walks in Young’s Lattice of shape UUDDU , starting at
the second rank

This result may be verified by constructing all walks of shape UUDDU in
Young’s Lattice, starting at the second rank. These 24 walks are given in
Table 2.4.

In general, it is possible to find the generating series for α(n W→ n + k)
for any W . Recall that, by Lemma 2.22, writing WP = pW (U)P for the
unique polynomial pW (z) =

∑
i≥0 aiz

i,

α(n W→ n + k) =
∑
i≥0

aiα(n + k − i → n + k).

Recall also that α(n + k − i → n + k) is the coefficient of qn+k−i ti

i! in the
generating series G(q, t) of Section 2.4. Thus

α(n W→ n + k) =
∑
i≥0

ai

[
qn+k−i t

i

i!

]
G(q, t) = [qn+k]

∑
i≥0

aiq
i

[
ti

i!

]
G(q, t).

By Theorem 2.27, we know that G(q, t) = F (P; q) exp
(

rt
1−q + rt2

2(1−q2)

)
.

Since F (P; q) is independent of t, then we have

α(n W→ n + k) = [qn+k]F (P; q)
∑
i≥0

aiq
i

[
ti

i!

]
exp

(
rt

1− q
+

rt2

2(1− q2)

)
.
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Define a linear transformation Γ : Q[z] → Q[[q]] by

Γ(zi) = qi

[
ti

i!

]
exp

(
rt

1− q
+

rt2

2(1− q2)

)
.

Then, we have the following result.

Theorem 2.31. Let P be a r-differential poset over a field K containing
t, F (P; q) be its rank-generating series, and W ∈ {U,D}∗ be a word of
displacement k. Let pW (z) be such that WP = pW (U)P. Then

α(n W−→ n + k) = [qn+k]F (P; q)Γ(pW (z)).

The functions Γ(zi) may be computed by using Maple to extract coeffi-
cients from exp

(
rt

1−q + rt2

2(1−q2)

)
, or by using the formula

Γ(zi) = qi
∑

σ∈inv(i)

(
1

1− q

)c(σ)( 1
1 + q

)n−c(σ)

,

which we obtain by using Lemma 2.24. The first four functions are

Γ(z0) = 1,

Γ(z) =
qr

1− q
,

Γ(z2) = q2 qr(r − 1) + r(r + 1)
(1− q)2(q + 1)

,

Γ(z3) = q3 qr2(r − 3) + r2(r + 3)
(1− q)3(1 + q)

.

Example 2.32. Consider walks of the shape W = DDU . The polynomial
corresponding to this word is

pDDU (z) = z3 + 2rz2 + (r2 + 3r)z + 2r.

So, applying Theorem 2.31,

α(n DDU−→ n− 1) = [qn−1]F (P; q)
(
Γ(z3) + 2rΓ(z2) + (r2 + 3r)Γ(z) + 2rΓ(1)

)
= [qn−1]F (P; q)

q2r2(r − 1) + qr2(r − 1) + 2r2

(1− q)3(1 + q)
.
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In the case of Young’s Lattice, set r = 1 and F (P; q) =
∏

i≥0(1 − qi)−1.
Expanding the series, we obtain

F (P; q)
2

(1− q)3(1 + q)
= 2 + 6q + 16q2 + 34q3 + 68q4 + 124q5 + · · · .

We can then read off various values of α(n DDU−→ n− 1) as follows.

α(1 DDU−→ 0) = 2,

α(2 DDU−→ 1) = 6,

α(3 DDU−→ 2) = 16,

α(4 DDU−→ 3) = 34,

α(5 DDU−→ 4) = 68,

α(6 DDU−→ 5) = 124.

It can be verified that these numbers are correct by listing walks on Young’s
Lattice — for example, the 6 walks of shape DDU starting at rank 2 are
(11, 111, 11, 1), (11, 21, 11, 1), (11, 21, 2, 1), (2, 3, 2, 1), (2, 21, 2, 1) and (2, 21, 11, 1).

2.5.1 Walks of Shape DkUk

This section deals with the application of the techniques of the preceding
section to the problem of enumerating walks of the shape DkUk. This will
provide a generalization of equation (1.1) to the more general setting of r-
differential posets. Furthermore, in Young’s Lattice, the formula can also
be generalized to a sum over skew tableaux.

The first task is to compute the polynomial pDkUk(z). Using Corollary
2.14,

pDkUk(U)P = DkUkP

=
∑

0≤i≤k

(
k

i

)
ri ∂i

∂U i
(Uk)Dk−iP

=
∑

0≤i≤k

(
k

i

)2

i!riUk−ipk−i(U)P.

44



By the uniqueness result of Theorem 2.16,

pDkUk(z) =
∑

0≤i≤k

(
k

i

)2

i!rizk−ipk−i(z).

By Theorem 2.31,

α(n DkUk

−→ n) = [qn]F (P; q)
∑

0≤i≤k

(
k

i

)2

i!riΓ(zk−ipk−i(z)).

The easiest of these values to compute is α(0 DkUk

−→ 0), since it may be
computed by setting q = 0. Since F (0;P) = 1 for any differential poset P,

α(0 DkUk

−→ 0) will depend only on r. Since Γ(tk−ipk−i(z)) is divisible by qj

whenever k − i ≥ j, then the only nonzero term in the above sum occurs
when i = k. Thus

α(0 DkUk

−→ 0) =
(

k

k

)2

k!rkΓ(p0(z)) = rkk!Γ(1) = rkk!.

In Young’s Lattice, set r = 1 to obtain the familiar result of equation (1.1).

Values of α(n DkUk

−→ n) for n > 0 will depend on the rank-generating
series of the poset. These values can be computed using the polynomials
pk(z) and the action of Γ.

2.6 Closed Walks

This section deals with the enumeration of closed walks, that is, walks
that start and end at the same point. The strategy parallels that used to
enumerate non-closed walks, as discussed in the previous sections, though
there are some additional difficulties which arise. In particular, given a
monomial W , we will be dealing with the numbers

κ(n, W ) :=
∑

x∈Pn

〈x, Wx〉,

which cannot be written in terms of the vector P. Thus, we will not be able
to rely on key results such as Theorem 2.16 and its consequences.

The strategy used to calculate α(n W→ n + k) in the three preceding
sections is as follows.
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1. Write W in some canonical form. (That is, writing WP in terms of a
polynomial in U , using Theorem 2.16.)

2. Use the canonical form to express α(n W→ n + k) in terms of simpler
numbers, that is, in terms of α(n → k), as in Lemma 2.22.

3. Compute the generating series of the simpler numbers (as in Theo-
rem 2.27).

4. Use this generating series to find the generating series for α(n W→ n+k)
(as in Theorem 2.31).

The process of computing κ(n, W ) begins with writing W in a canonical
form, though we must use a canonical form that does not rely on Theorem
2.16. In dealing with closed walks, we need only consider words in which
the number of U ’s and the number of D’s are the same. Such a word is
called balanced. In general, a polynomial is called balanced if it is a linear
combination of balanced monomials. Since the equation

Dg(U) = r
∂

∂U
g(U) + g(U)D

of Theorem 2.12 still applies, a reasonable strategy is to use this equation
to move all instances of D to the right, resulting in a linear combination of
UkDk, as shown in the following.

Example 2.33.

DUDU = DU(UD + r)
= DUUD + rDU

= (2rU + U2D)D + r(UD + r)

= U2D2 + 3rUD + r2.

Let ∆ denote the linear transformation ∆ : K[z] → End(KP) given by

∆(zi) = U iDi.

Our objective is now to prove the following theorem.
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Theorem 2.34. Let W ∈ {U,D}∗ be a balanced word. Then there exists a
unique polynomial bW ∈ K[z] such that

W = ∆(bW (z)).

Moreover, bW is given recursively by

bUkDk = zk for all k,

bV1DUV2 = bV1UDV2 + rbV1V2 ,

where V2 = U iDj for some i, j ≥ 0.

Proof: Define the “badness” of a word, β(W ), as follows. If W =
A1A2 . . . An where Ai ∈ {U,D}, β(W ) is the number of pairs i < j such
that Ai = D and Aj = U . For example, β(DUDU) = 3 since the first D is
to the left of 2 U ’s, and the second D is to the left of only one U . Proceed
by induction on β(W ).

The base case is β(W ) = 0. In this case, W is of the form UkDk for
some k. Define bUkDk = zk and note that ∆(bUkDk) = ∆(zk) = UkDk, so
this is indeed the desired polynomial.

Suppose that β(W ) > 0 and that the result holds for all words V with
β(V ) < β(W ). Since β(W ) 6= 0, then W is of the form V1DUV2 where V2 =
U iDj for some i, j ≥ 0. Note that β(W ) = β(V1V2) + ]U (V2) + ]D(V1) + 1,
where ]U (V ) (respectively, ]D(V )), denotes the number of occurrences of U
(resp. D) in the monomial V . Now,

W = V1DUV2 = V1(UD + r)V2 = V1UDV2 + rV1V2.

Observe that β(V1UDV2) = β(V1V2) + ]U (V2) + ]D(V1) < β(W ) and that
β(V1V2) < β(W ). Thus, by induction, there exist polynomials bV1UDV2 and
bV1V2 such that

V1UDV2 = ∆(bV1UDV2)

and
V1V2 = ∆(bV1V2).

Thus

W = V1UDV2 + rV1V2

= ∆(bV1UDV2) + r∆(bV1V2)
= ∆(bV1UDV2 + rbV1V2).
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Thus, by defining bW = bV1UDV2 +rbV1V2 , the existence of such a polynomial
is shown. As for uniqueness, if there are polynomials b1 and b2 such that
∆(b1) = W = ∆(b2), then it is clear that b1 = b2 since ∆ is injective. �

Note that if bW =
∑

i≥0 biz
i, then

κ(n, W ) =
∑

x∈Pn

〈x,Wx〉

=
∑

x∈Pn

〈
x,
∑
i≥0

bi∆(zi)x

〉
=
∑
i≥0

bi

∑
x∈Pn

〈
x,U iDix

〉
=
∑
i≥0

biκ(n, U iDi),

so we have the following result.

Corollary 2.35. Let W ∈ {U,D}∗, and suppose bW =
∑

i≥0 biz
i. Then

κ(n, W ) =
∑
i≥0

biκ(n, U iDi).

Our task now is to compute the values κ(n, UkDk). The following lemma
will be helpful.

Lemma 2.36.
κ(n, UkDk) = κ(n− k, DkUk).

Proof: If k > n, then both values are 0, so we need only consider the
case when n ≥ k. It should be clear from a combinatorial point of view that
these numbers are equal, since they both count closed walks connecting the
nth rank and the (n− k)th rank.

For an algebraic proof, note that if x ∈ Pn, then

Dkx =
∑

y∈Pn−k

〈
y, Dkx

〉
y,
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and that for any y ∈ Pn−k,

Uky =
∑

x∈Pn

〈
x,Uky

〉
x.

Using the fact that U∗ = D and that 〈·, ·〉 is symmetric on arguments of
finite support,

κ(n, UkDk) =
∑

x∈Pn

〈
x,UkDkx

〉
=
∑

x∈Pn

∑
y∈Pn−k

〈
y, Dkx

〉〈
x,Uky

〉
=

∑
y∈Pn−k

∑
x∈Pn

〈
x, Uky

〉〈
x,Uky

〉
=

∑
y∈Pn−k

〈
Uky, Uky

〉
=

∑
y∈Pn−k

〈
y, DkUky

〉
= κ(n− k, DkUk).

�

We are now in a position to state a recursive formula for κ(n, UkDk).
By Corollary 2.14,

DkUk =
∑

0≤i≤k

(
k

i

)2

i!riUk−iDk−i.

Combining this with Corollary 2.35 and Lemma 2.36, we obtain the formula

κ(n, UkDk) =
∑

0≤i≤k

(
k

i

)2

i!riκ(n− k, Uk−iDk−i). (2.17)

In the same spirit as the proof of Lemma 2.26, we can derive a functional
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equation for the following generating series for κ(n, UkDk).

H(q, t) :=
∑
k≥0

∑
n≥0

κ(n, UkDk)qn tk

(k!)2

=
∑
k≥0

∑
n≥0

∑
0≤i≤k

(
k

i

)2

i!riκ(n− k, Uk−iDk−i)qn tk

(k!)2

=
∑
k≥0

∑
n≥0

∑
0≤i≤k

ri

i!(k − i)!2
κ(n− k, Uk−iDk−i)qntk.

Changing the order of summation and reindexing to increment k by i,

H(q, t) =
∑
n≥0

∑
i≥0

∑
k≥0

ri

i!
κ(n− k − i, UkDk)qn tk+i

(k!)2

=
∑
n≥0

∑
i≥0

∑
k≥0

κ(n− k − i, UkDk)qn−k−i (qt)
k

(k!)2
(rqt)i

i!

= exp(rqt)H(q, qt).

The initial condition for this functional equation is

H(q, 0) =
∑
n≥0

κ(n, I)qn = F (P; q),

where F (P; q) is the rank-generating series of P. We can find the unique
solution to this functional equation using the technique of Section 2.4.2.
Note that for any N ,

H(q, qN t)
H(q, qN+1t)

= exp(rqN+1t),

so
H(q, t) = H(q, qN+1t)

∏
0≤i≤N

exp(rqi+1t).

Taking the limit as N →∞,

H(q, t) = H(q, 0)
∏
i≥0

exp(rqi+1t)

= F (P; q) exp

∑
i≥0

rqi+1t


= F (P; q) exp

(
rqt

1− q

)
.

Thus, we have proven the following theorem.
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n = 0 1 2 3 4 5 6 7
k = 0 1 1 2 3 4 5 11 15

1 0 1 2 4 7 12 19 30
2 0 0 2 6 14 28 52 90
3 0 0 0 6 24 66 150 306
4 0 0 0 0 24 120 384 984

Table 2.5: Values of κ(n, UkDk) for Young’s Lattice

Theorem 2.37 (Stanley). If P is a r-differential poset over a field K
containing t, and

H(q, t) =
∑
k≥0

∑
n≥0

κ(n, UkDk)qn tk

(k!)2
,

then

H(q, t) = F (P; q) exp
(

rqt

1− q

)
,

where F (P; q) is the rank-generating series for P.

This theorem has the following immediate corollary.

Corollary 2.38.

κ(n, UkDk) = k!rk[qn]F (P; q)
qk

(1− q)k
.

Some values of κ(n, UkDk) for Young’s Lattice, computed using Maple,
are given in Table 2.5.

We are now in a position to state a formula for κ(n, W ).

Theorem 2.39 (Stanley). Let P be a r-differential poset over a field K
containing t, and let W ∈ {U,D}∗. Let bW =

∑
i≥0 biz

i be such that W =
∆(bW ). Then

κ(n, W ) = [qn]F (P; q)
∑
i≥0

bi
i!(rq)i

(1− q)i
,

where F (P; q) is the rank-generating series of P.

51



11,111,11,111,11 2,3,2,3,2
11,111,11,21,11 2,3,2,21,2
11,21,11,21,11 2, 21,2, 21, 2
11,21,11,111,11 2,21,2,3,2
11,21,2,21,11 2, 21, 11,21,2

Table 2.6: The ten closed walks counted by κ(2, DUDU)

Proof: Combining Corollaries 2.35 and 2.38,

κ(n, W ) =
∑
i≥0

biκ(n, U iDi)

=
∑
i≥0

bii!ri[qn]F (P; q)
qi

(1− q)i

= [qn]F (P; q)
∑
i≥0

bi
i!(rq)i

(1− q)i
.

�

Example 2.40. We can now continue Example 2.33. We have computed

DUDU = U2D2 + 3rUD + r2.

Applying Theorem 2.39,

κ(n, DUDU) = [qn]F (P; q)
(

2r2q2

(1− q)2
+

3r2q

1− q
+ r2

)
.

In the case of Young’s Lattice, this gives the generating series

F (Y; q)
(

2q2

(1− q)2
+

3q

1− q
+ 1
)

= 1+4q+10q2+21q3+40q4+71q5+120q6+· · · .

We can verify this by counting closed walks in Young’s Lattice. For example,
the κ(2, DUDU) = 10 closed walks are given in Table 2.6.

2.7 Exponential Functions of U and D

While the previous section dealt with the problem of computing the number
of walks of a fixed shape, it is also possible to develop machinery for dealing
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with the problem of enumerating walks whose shape can be any element
of a suitably described set of shapes — for example, “all walks of length
k.” It is clear that the polynomial (U + D)k is the endomorphism of KP
corresponding to walks of length k. Thus, one expects that it will be useful
to be able to deal with expressions such as∑

k≥0

(U + D)k tk

k!
= exp((U + D)t).

In order to deal with exponential functions of U and D, we shall develop
a partial differential equation whose solution is a formal power series in U ,
which, when applied to P, is equal to

exp((f(U) + g(D))t)h(U)P,

where f, h ∈ K[[U ]] and g =
∑

1≤i≤n giD
i ∈ K[D] with g(0) 6= 0. By

Corollary 2.17, there is a unique formal power series H(U, t) such that

exp((f(U) + g(D))t)h(U)P = H(U, t)P. (2.18)

Differentiating with respect to t,

∂H

∂t
P = (f(U) + g(D)) exp((f(U) + g(D))t)h(U)P

= (f(U)H(U, t) + g(D)H(U, t))P.

Applying Corollary 2.14,

∂H

∂t
P =

f(U)H(U, t) +
∑

1≤i≤n

gi

∑
0≤j≤i

(
i

j

)
rj ∂jH

∂U j
Di−j

P

=

f(U)H(U, t) +
∑

1≤i≤n

gi

∑
0≤j≤i

(
i

j

)
rj ∂jH

∂U j
pi−j(U)

P,

where the polynomials pk(z) are those from Section 2.4. Applying the same
argument as the uniqueness part of Theorem 2.16, we have proven the fol-
lowing.

Lemma 2.41. Let P be a r-differential poset over a field K containing t.
Let f, h ∈ K[[U ]] and g =

∑
1≤i≤n giD

i. Let H(U, t) be such that

exp((f(U) + g(D))t)h(U)P = H(U, t)P.
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Then H(U, t) is a solution to the partial differential equation

∂H

∂t
= fH +

∑
1≤i≤n

gi

∑
0≤j≤i

(
i

j

)
rjpi−j(U)

∂jH

∂U j
,

where pk(z) = k![tk] exp(rt + zt + t2r
2 ).

Note that this partial differential equation is of order 1 in t and order
deg(g) in U . In general, it is also non-linear, and we are interested in a formal
solution, so the problem of solving this equation is extremely difficult. In
[17], Stanley provides a formula which solves this partial differential equation
in the case deg(g) = 1. Given the difficulty of solving this equation in
general, it seems that Stanley’s theorem is the most general statement we
shall be able to make about exponential functions of U and D.

Theorem 2.42 (Stanley). Let P be a r-differential poset over a field K
containing t. Let c ∈ K and f, h ∈ K[[U ]]. Then

exp(f(U)+cD)t)h(U)P = exp
(

crt +
1
2
c2rt2 + cUt +

∫ t

0
f(U + crs)ds

)
h(U+crt)P.

Proof: Taking g(D) = cD in Lemma 2.41, we obtain the partial differ-
ential equation

∂H

∂t
= fH + c(p1(U)H + rp0(U)

∂H

∂U
)

= (f + cU + cr)H + cr
∂H

∂U
.

The initial condition for this partial differential equation can be found by
setting t = 0 in equation (2.18). We obtain h(U) = H(U, 0). This partial
differential equation may be solved by applying the method of characteris-
tics, which is described in Appendix B. This method reduces the problem
to the following system of ordinary differential equations.

dU

dt
= −cr; (2.19)

dH

dt
= (f(U) + cU + cr)H. (2.20)
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Equation 2.19 may be solved trivially by integration, to obtain

U = −crt + U0

for some constant of integration U0, independent of t. Note that with this
additional relationship, the initial condition may be written as H(U, 0) =
h(U0).

To solve equation (2.20), divide by H, substitute U = U0 − crt and
integrate to obtain∫ t

0

dH

H
=
∫ t

0
(f(U0 − crs) + cU0 − c2rs + cr)ds,

so

log(H(U, t)) + log(H(U, 0)) =
∫ t

0
f(U0 − crs)ds + cU0t−

1
2
c2rt2 + crt.

We may rewrite the integral in this expression by making the substitution
U0 − crs = U + crσ and noting that when s = 0, σ = t and when s = t, σ =
0. Applying the change of variables theorem for integration,∫ t

0
f(U0 − crs)ds = −

∫ 0

t
f(U + crσ)dσ

=
∫ t

0
f(U + crs)ds.

Thus, we obtain

log(H) =
∫ t

0
f(U + crs)ds + c(U + crt)t− 1

2
c2rt2 + crt + log(h(U))

=
∫ t

0
f(U + crs)ds + cUt + crt +

1
2
c2rt2 + log(h(U0)).

Hence,

H(U, t) = exp
(

+cUt + crt +
1
2
c2rt2 +

∫ t

0
f(U + crs)ds

)
h(U + crt).

�

Note that this is a generalization of Theorem 2.23. Setting f(U) = U ,
h(U) = 1 and c = 1, we obtain∑

k≥0

pk(U)P
tk

k!
=
∑
k≥0

DkP
tk

k!
= exp(Dt)P = exp

(
rt +

rt2

2
+ Ut

)
P.
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2.7.1 Applications

The following example illustrates a way in which this theorem may be ap-
plied.

Example 2.43. Consider walks in which the maximal decreasing subwalks
have length divisible by k. Let ωn,k,l denote the number of walks of length
l+(n− l)k, with a total of l “up” steps, starting at 0̂. By marking instances
of U with the indeterminate z, the coefficient of zl in (zU + Dk)n is the
endomorphism corresponding to this set of shapes. Thus, the number we
are interested in is

ωn,k,l = [zl]〈(zU + Dk)n0̂,P〉
= [zl]〈0̂, (Uk + zD)nP〉.

Thus, the exponential generating series for ωn,k,l is

D(z, t) :=
∑
n≥0

∑
l≥0

ωn,k,lz
l t

n

n!

=
∑
n≥0

〈0̂, (Uk + zD)nP〉 t
n

n!

= 〈0̂, exp((Uk + zD)t)P〉.

Setting f(U) = Uk, h(U) = 1 and c = z in Theorem 2.42, we obtain

D(z, t) =
〈

0̂, exp
(

zrt +
1
2
z2rt2 + zUt +

1
zr(k + 1)

((U + zrt)k+1 − Uk+1)
)

P
〉

.

In order to evaluate this expression, we will use the following result.

Lemma 2.44 (Stanley). Let f ∈ K[[U ]]. Then〈
0̂, f(U)P

〉
= f(0).

Proof: We can write f(U) = f(0) + g(U)U for some g ∈ K[[U ]]. Note
that g(U)UP ∈

∏
i≥1 KPi , so〈
0̂, f(U)P

〉
=
〈
0̂, f(0)P

〉
+
〈
0̂, g(U)UP

〉
= f(0)

〈
0̂,P

〉
= f(0),
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proving the lemma. �

We may now continue Example 2.43 by setting U = 0, to obtain

D(z, t) = exp
(

zrt +
1
2
z2rt2 +

zkrktk+1

k + 1

)
.

Observe that these quantities depend only on r, and not on the rank-
generating series of the differential poset. We can set k = 1 to obtain the
generating series for the number ωn,l of all walks of length n with l up-steps,
namely

exp
(

zrt + (1 + z)
zrt2

2

)
.

Note that for any n, the numbers ωn,l are zero if l > n. Thus, it follows
that D(z, t) is a formal power series in t whose coefficients are polynomials
in z. Thus, if we let ωn =

∑
l≥0 ωn,l be the total number of walks of length

n, we may evaluate this at z = 1 to obtain∑
n≥0

ωn
tn

n!
= exp(rt + rt2),

which is a result of Stanley [17, Proposition 3.1]. We can apply Lemma 2.24
(with a = r and b = 2r) to obtain the formula

ωn =
∑

σ∈inv(n)

rc(σ)2n−c(σ).

Applying Lemma 2.24 to the generating series exp
(
zrt + (1 + z) zrt2

2

)
, where

a = zr and b = (1+ z)zr, we obtain the following formula for the coefficient
of tn

n! . ∑
l≥0

ωn,lz
l =

∑
σ∈inv(n)

(rz)c(σ)(1 + z)n−c(σ).

As a sample calculation, consider the case when n = 3. S3 has four involu-
tions, one of which (the identity) has 3 cycles, and three of which (namely,
(12), (13) and (23)) have 2 cycles. Thus∑

l≥0

ω3,lz
l = (rz)3 + 3(rz)2(1 + z) = 3r2z2 + (r3 + 3r2)z3.
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Chapter 3

Generalized Differential
Posets

3.1 Motivation and Definitions

3.1.1 The Partial Order of Rooted Trees

In this chapter, the definition of a differential poset is extended so that it
applies to a wider range of problems. An example, involving a partially
ordered set of rooted trees, is introduced in this section as motivation. This
example was studied by Hoffman [8], using methods similar to those in the
previous chapter.

Let T denote the set of unlabelled rooted trees. Define a partial order
on this set by t ≤ t′ if and only if t can be obtained by deleting some set of
non-root vertices of t′. Under this definition, it is clear that tl t′ if and only
if t is obtained by deleting exactly one leaf vertex of t′ (or, conversely, if t′

may be obtained by adding an edge and a leaf vertex.) Thus, T is graded
by ρ(t) = |V (t)| − 1, that is, the number of non-root vertices. The Hasse
diagram of this poset is shown in Figure 3.1.

Ideally, we would like walks in this poset to correspond to the possible
outcomes of adding or deleting vertices, so that enumeration of walks of a
specified shape between two trees t and t′ corresponds to the number of ways
we can obtain t′ from t subject to a specified sequence of vertex additions or
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Figure 3.1: Partially ordered set of rooted trees, with weights u(x, y), d(x, y)
on cover relations
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deletions. However, there is a slight problem with approaching this problem
using the operators U and D given by

U(x) =
∑
xly

y =
∑
y∈T

c(x, y)y

and
D(x) =

∑
ylx

y =
∑
y∈T

c(y, x)y,

where c(x, y) is a cover indicator function, given by

c(x, y) =
{

1 if x l y,
0 otherwise.

Using these same operators will not yield the desired result. To see this, let

t1 = , t2 = , t3 = .

Note that

U

( )
= + .

However, this operation does not reflect the fact that there are two vertices
of t1 to which leaves may be affixed to give t2 — informally, there are two
ways in which t2 covers t1. In order to take this into account, it is necessary
to have

U

( )
= + 2 .

The solution is to assign a weight to the cover relations of T , and to use this
weight in place of the cover indicator function. Define the function u(x, y)
to be the number of vertices of x to which affixing a leaf results in y. (Note
that if y does not cover x, then u(x, y) = 0.) Then the operator

U(x) =
∑
y∈T

u(x, y)y

achieves the desired effect.

Replacing the cover indicator function with a more general weight func-
tion presents a further difficulty. Even though there are two ways to obtain
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t2 from t1, there is only one leaf of t2 which, when deleted, gives t1. Sim-
ilarly, even though there is only one place to add a leaf to t1 to obtain t3,
there are three vertices of t3 which, when deleted, give t1. It is now clear
that we cannot use the same cover weights to define D. Instead, let d(x, y)
be the number of vertices of y which, when deleted, give x. Then, define the
operator D by

D(x) =
∑
y∈T

d(y, x)y.

The poset T , together with its two cover weights, is shown in Figure 3.1.

The commutator of U and D can be computed using a combinatorial
argument due to Hoffman. Let t be a rooted tree, with n vertices, k of
which are leaves. Fix a labelling {vi}1≤i≤n of the vertices, so that {vi}1≤i≤k

are the leaves of t. To obtain a tree which covers t in T , a new leaf may be
added to any of the n vertices of t. Denote the tree obtained by adding a
new leaf v at the vertex vi by t � i. Then, in this notation,

U(t) =
∑

1≤i≤n

t � i

and hence
DU(t) =

∑
1≤i≤n

D(t � i).

Now, consider the removal of leaf vertices from the trees t � i. There are
two cases to consider. If 1 ≤ i ≤ k, then the new vertex v was added to the
leaf vi of t. Thus, the leaves of t� i are {v}∪{vj}1≤j≤k,i6=j . So, in this case,

D(t � i) = (t � i) \ {v}+
∑

1≤j≤k,i6=j

(t � i) \ {vj} = t +
∑

1≤j≤k,i6=j

(t � i) \ {vj}.

In the remaining case, k + 1 ≤ i ≤ n, the new vertex v was not added to a
leaf, so the leaves of t � i are {v} ∪ {vj}1≤j≤k, in which case,

D(t � i) = t +
∑

1≤j≤k

(t � i) \ {vj}.
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Combining these two cases,

DU(t) =
∑

1≤i≤k

D(t � i) +
∑

k+1≤i≤n

D(t � i)

=
∑

1≤i≤k

t +
∑

1≤j≤k,i6=j

(t � i) \ {vj}

+
∑

k+1≤i≤n

t +
∑

1≤j≤k

(t � i) \ {vj}


= nt +

∑
1≤i≤n

∑
1≤j≤k,j 6=i

(t � i) \ {j}.

Next, we must compute

UD(t) =
∑

1≤j≤k

U(t \ {vj}).

A new leaf vertex may be added at any of the vertices of t \ {vj}, so

U(t \ {j}) =
∑

1≤i≤n,i6=j

(t \ {vj}� i)

and hence
UD(t) =

∑
1≤j≤k

∑
1≤i≤n,i6=j

(t \ {vj}) � i.

Note that provided i 6= j, then the addition of a leaf at vertex vi followed by
the deletion of vertex vj results in the same tree as the deletion of vj followed
by the addition of a leaf at vertex vi. Thus (t � i) \ {vj} = (t \ {vj}) � i,
from which we obtain

(DU − UD)(t) = nt = (ρ(t) + 1)t.

Although the commutator of U and D is not a scalar operator (so the theory
developed in Chapter 2 will not apply to the poset T ), it is diagonal, and
its diagonal values are constant on each rank. This chapter describes the
theory used to study posets on which operators of this type can be defined.

3.1.2 Generalized Differential Posets

The discussion in Section 3.1.1 suggests that we should extend the theory
of differential posets to accommodate posets with weights u and d on cover
relations. We also wish to accommodate situations in which the commutator
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of U and D is not a scalar operator. Specifically, if A is an operator, and we
use An to denote the restriction of A to KPn , then we would like to allow
(DU−UD)n to depend on the rank n. (Note that for operators A and B, the
notation ABn may be used without ambiguity, since (AB)n and A(Bn) have
the same meaning.) Here is a definition which takes these considerations
into account.

Definition 3.1. Let K be a field of characteristic 0. A generalized dif-
ferential poset is a collection (P, u, d, {fn}n∈Z), where

1. P is a locally finite ranked poset with finitely many elements of each
rank,

2. u, d : P × P → K are functions such that u(x, y) 6= 0 or d(x, y) 6= 0
only if x l y,

3. and {fn}n∈Z is a sequence of polynomials such that

DUn = fn(UDn)

for all n ∈ Z, where U and D are continuous linear operators on KP
defined by

U(x) =
∑
y∈P

u(x, y)y

and
D(x) =

∑
y∈P

d(y, x)y.

In the special case where (P, u, d, {fn}n∈Z) is a generalized differential
poset such that

u(x, y) = d(x, y) =
{

1 if x l y,
0 otherwise,

we say that the generalized differential poset is unitary. In this case, we
often shorten the notation to (P, {fn}n∈Z).

The following observations about the definition of a generalized differ-
ential poset should be noted:

1. By taking P to be a unitary generalized differential poset with unique
minimal element 0̂, and fn(z) = z + r for all n, this definition reduces
to that of an r-differential poset.
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2. Although in most combinatorial applications, the cover weights u and
d are integer-valued, nothing in the theory requires this. Indeed, they
can take any value in K.

3. In typical applications, the polynomials fn will be of the form fn(z) =
qnz + rn, though many aspects of the theory work for polynomials in
general.

Our ultimate goal is to compute the sum of weights of walks of shape
W from x to y, where each walk is weighted by the product of the cover
weights encountered as one traverses the walk. More specifically, if

C = x0x1 . . . xk

is a walk in which either xi l xi+1 or xi+1 l xi for 0 ≤ i ≤ k− 1, then
define the weight of C to be

ω(C) =
∏

0≤i≤k−1

ω(xi, xi+1)

where

ω(x, y) =
{

u(x, y) if x l y,
d(y, x) if y l x.

Given a word W , and x, y ∈ P, let C(x W→ y) denote the set of walks
on cover relations of shape W , starting at x and ending at y. Let

e(x W→ y) =
∑

C∈C(x
W→y)

ω(C),

the sum of weights of all such walks. It is clear, by an argument similar
to the proof of Lemma 2.8, that

e(x W→ y) = 〈y, Wx〉.

As a shorthand, for x ≤ y in P, let

e(x → y) = e(x Uρ(y)−ρ(x)

→ y)

denote the number of saturated (x, y)-chains, weighted using the “up-
ward” cover weights.
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3.2 Generalized Differential Posets With Linear
Commutation Relations

In this section, we look at some examples of generalized differential posets
for which each fn is a linear polynomial. We have already seen one such
example — the poset of rooted trees.

3.2.1 The Induced Subgraph Poset

Let V be the set of all isomorphism classes of simple graphs. We can define
an order on V by G ≤ H if and only if G is an induced subgraph of H.
Note that, in this ordering, G l H if and only if there exists a vertex v of
H such that H \ v is equal to G, which happens if and only if H can be
obtained from G by adding a new vertex v adjacent to some subset of the
vertices of G. This poset has a least element, the graph on no vertices, and
it is ranked by ρ(G) = |V (G)|. Define the following weights on the cover
relations: d(G, H) is the number of vertices of H which, when deleted, result
in G. u(G, H) is the number of subsets S ⊂ V (G) such that if a new vertex
is added adjacent to every vertex in S, then the result is H. Thus, walks on
this poset will correspond to the number of ways to change one unlabelled
graph into another through a sequence of vertex additions or deletions. This
poset is shown in Figure 3.2.

We now turn our attention to computing the commutator of U and D
on this poset. Let G ∈ V, with ρ(G) = n. Fix a labelling {1 . . . , n} of the
vertices of G. For S ⊆ {1, . . . , n}, let G � S denote the graph obtained by
adding the vertex n + 1, adjacent to every vertex of S. Then

DU(G) =
∑

S⊆{1,...,n}

D(G � S)

=
∑

S⊆{1,...,n}

∑
v∈{1,...,n+1}

(G � S) \ {v}

=
∑

S⊆{1,...,n}

∑
v∈{1,...,n}

(G � S) \ {v}+ 2nG,
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Figure 3.2: The poset V of induced subgraphs, with cover weights
u(G, H), d(G, H)
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and

UD(G) =
∑

v∈{1,...,n}

U(G \ {v})

=
∑

v∈{1,...,n}

∑
S⊆{1,...,n}\{v}

(G \ {v}) � S

=
∑

v∈{1,...,n}

∑
S⊆{1,...,n}\{v}

(G � S) \ {v}.

Note, however, that∑
S⊆{1,...,n}\{v}

(G � S) \ {v} =
∑

S⊆{1,...,n},v∈S

(G � S) \ {v},

since for any S, the graph (G�S)\{v} is the same as (G� (S ∪{v}))\{v}.
So

UD(G) =
1
2

∑
v∈{1,...,n}

∑
S⊆{1,...,n}

(G � S) \ {v},

from which we obtain

(DU − 2UD)(G) = 2nG,

so V is a generalized differential poset with fn(z) = 2z + 2n.

3.2.2 Combinatorial Conditions for Linear Commutation Re-
lations

A particularly nice feature of linear commutation relations is that they often
have a nice combinatorial interpretation, similar to the equivalence of the
relation DU − UD = rI to the combinatorial conditions of Theorem 2.3.
Suppose that in a generalized differential poset, we have

DUn − qnUDn = rnI. (3.1)

Let x ∈ Pn. Then

DUn(x) =
∑
y∈P

u(x, y)D(y)

=
∑
z∈P

∑
y∈P

u(x, y)d(z, y)z,
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and

UDn(x) =
∑
y∈P

d(y, x)U(y)

=
∑
z∈P

∑
y∈P

u(y, z)d(y, x)z.

So, equation (3.1) will hold if and only if the cover weights satisfy∑
y∈P

u(x, y)d(z, y) = qn

∑
y∈P

u(y, z)d(y, x) (3.2)

whenever z 6= x, and∑
y∈P

u(x, y)d(x, y)− qnu(y, x)d(y, x) = rn. (3.3)

Thus, we have necessary and sufficient conditions on the cover weights for P
to have linear commutation relations. The interpretation of these conditions
becomes much clearer in the following section.

3.2.3 Sequentially Differential Posets

One specialization of generalized differential posets is to sequentially dif-
ferential posets, also studied by Stanley [18]. A sequentially differen-
tial poset has a 0̂, is unitary, and has commutation relations given by
fn(z) = z + rn, that is,

(DU − UD)n = rnI

for some sequence {rn}n≥0. Since P is unitary, then equation (3.2) becomes:

|Ux ∩ Uz| = |Dx ∩ Dz| if x 6= z (3.4)

which is the same condition as condition (2.4) for r-differential posets. Equa-
tion (3.3) becomes

|Ux| = |Dx|+ rn (3.5)

whenever x ∈ Pn. That is, if ρ(x) = n then the number of elements which
cover x exceeds the number of elements which x covers by rn.

Here, we present a proof that finite Boolean lattices and projective ge-
ometries are sequentially differential posets. To prove this, it is useful to
introduce the following class of posets, as defined by Stanley [15].
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Definition 3.2. A binomial poset is a locally finite poset with 0̂, contain-
ing finite chains of arbitrary length, satisfying:

(a) All maximal chains in the interval [x, y] have the same length, de-
noted `(x, y). If `(x, y) = n, the interval shall be referred to as an
n-interval.

(b) Any two n-intervals contain the same number of maximal chains, de-
noted B(P, n), or simply B(n) when the poset involved is clear from
context. B(n) is called the factorial function of the poset.

Let Bfin(N) denote the set of finite subsets of N, ordered by set inclusion.
Note that any interval in Bfin(N) is isomorphic to Bn for some n, and that
n is the length of the interval. Since any two n-intervals are isomorphic,
then Bfin(N) is a binomial poset. Let PGfin(q, N) denote the set of finite-
dimensional subspaces of GF(q)N. In this poset, any interval is isomorphic
to PG(q, n) for some n, with n + 1 being the length of the interval, from
which it follows that PGfin(q, N) is also a binomial poset.

Note that the interval [x, y] in any binomial poset is ranked by ρ(z) =
`(x, z). Stanley motivates the use of the terms “binomial” and “factorial”

by defining
[
n

i

]
to be the number of elements of rank i in an n-interval. If

[x, y] is an n-interval, note that for a fixed i, any maximal [x, y]-chain can be
decomposed as a maximal [x, z]-chain and a maximal [z, y]-chain for some z
of rank i. Thus,

B(i)B(n− i)
[
n

i

]
= B(n)

or equivalently, [
n

i

]
=

B(n)
B(i)B(n− i)

,

which has the same form as the classical binomial coefficients.

We can carry the analogy further by defining

A(n) :=
[
n

1

]
=

B(n)
B(n− 1)

to be the number of elements of rank 1 in an n-interval. (Note that B(1) = 1,
since a 1-interval consists of a single element.) Then it is clear that

B(n) =
∏

1≤i≤n

A(i),
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which has the same form as the classical factorial function. This formula
may be used to easily compute B(n). For example, in Bfin(N), an n-interval
contains exactly n elements of rank one — namely, the singletons. Thus
A(n) = n, so B(n) = n!. In PGfin(q, N), an n- interval contains qn−1

q−1 one-
dimensional subspaces, so

B(n) =
∏

1≤i≤n

qi − 1
q − 1

,

which is called the q-factorial.

The key result relating binomial posets to sequentially differential posets
is as follows.

Lemma 3.3. Let P be an n-interval in a binomial poset having factorial
function B(n). Then, for any z ∈ P such that ρ(z) = i,

|Uz| = |Dz|+ A(n− i)−A(i).

In particular, condition (3.5) is satisfied with ri = A(n− i)−A(i).

Proof: Let x, y be such that P = [x, y]. Note that Uz is the number of
elements of rank 1 in the interval [z, y], so

|Uz| = A(n− i).

Similarly, Dz is the number of elements of rank i − 1 in the interval [x, z],
namely,

|Dz| =
[

i

i− 1

]
=

B(i)
B(i− 1)

= A(i),

from which the result follows. �

As a corollary, we find that both Bn and PG(q, n) are sequentially dif-
ferential posets.

Corollary 3.4. Bn is a sequentially differential poset with ri = n − 2i.
PG(q, n) is a sequentially differential poset with ri = qn−i−qi

q−1 .

Proof: Lemma 3.3 verifies condition (3.5) and gives the values for ri.
Condition (3.4) follows from the fact that both Bn and PG(q, n) are modular
lattices.

�
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3.3 Equivalence of Generalized Differential Posets
and Oriented Graded Graphs

The definition of a generalized differential poset in Section 3.1 is (for combi-
natorial purposes) equivalent to a structure introduced by Fomin [3]. Fomin
uses the language of graphs instead of that of partially ordered sets. A
graded graph is a triple G = (V, ρ, E) where V is a countable set of ver-
tices, ρ : V → Z is a grading, and E is a multiset of directed edges such
that if (x, y) ∈ E, then ρ(y) = ρ(x) + 1. Given a pair of graded graphs
G1 = (V, ρ, E1) and G2 = (V, ρ, E2) with a common vertex set and grading,
form the oriented graded graph G = (V, ρ, E1, E2) by interpreting an
edge (x, y) ∈ E1 as being directed from x to y, and interpreting an edge
(x, y) ∈ E2 as being directed from y to x. (Note that E1 edges point in
direction of increasing rank, and E2 edges point in direction of decreasing
rank.)

Up and down operators may be defined on KV , the K-vector space
spanned by the vertices, by

U(x) =
∑

y,(x,y)∈E1

y =
∑
y∈V

a1(x, y)y

and
D(x) =

∑
y,(y,x)∈E2

y =
∑
y∈V

a2(y, x)y,

where ai(x, y) denotes the multiplicity of the edge (x, y) in Ei. Fomin con-
sidered oriented graded graphs in which these operators satisfied a sequence
of commutation relations DUn = fn(UDn).

Fomin’s graph-based definition and the poset based definition are alge-
braically equivalent — in fact, many of the results referred to in this chap-
ter were first proven by Fomin in the context of oriented graded graphs.
This notion may be formalized by constructing a one-to-one correspondence
between generalized differential posets and oriented graded graphs, which
preserves the definitions of U and D. Let G = (V, ρ, E1, E2) be an oriented
graded graph. Define a partial order P on the ground set V by specify-
ing x l y if and only if (x, y) ∈ E1 or (x, y) ∈ E2, and taking the order
≤ to be the reflexive and transitive closure of l. Note that if x l y in
the poset, since (x, y) ∈ E1 or (x, y) ∈ E2, then ρ(y) = ρ(x) + 1, so ρ is
a grading of this poset as well. Specify weights on the cover relations by
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u(x, y) = a1(x, y) and d(x, y) = a2(x, y). Note that if y does not cover x in
P , then the multiplicity of (x, y) as an edge in E1 is zero, so u(x, y) = 0,
and by a similar argument, d(x, y) = 0. But in this definition it is clear that
the operators U and D, when defined in terms of G, agree in KP with the
corresponding operators U and D as defined on the poset (P,≤), so it is
clear that the operators on P will satisfy the same sequence of commutation
relations DUn = fn(UDn). Note that the cover weights in this poset are all
integer-valued.

Conversely, let (P, u, d, {fn}n∈Z) be a generalized differential poset where
u and d are integer-valued. Construct two directed multigraph versions
of the Hasse diagram of P as follows. Let G1 = (P, E1) be a directed
multigraph with vertex set P, where (x, y) ∈ E1 if and only if xly, with the
edge (x, y) occurring with multiplicity u(x, y). Similarly, let G2 = (P, E2)
have vertex set P and (x, y) ∈ E2 if and only if x l y, with (x, y) occurring
with multiplicity d(x, y). Note that if (x, y) ∈ Ei, then xly, so ρ(y) = ρ(x)+
1, so ρ is also a grading of each graph Gi. Then the oriented graded graph
G = (P, ρ, E1, E2) has edge multiplicities a1(x, y) = u(x, y) and a2(x, y) =
d(x, y), so it is clear that the operators U and D, defined in terms of G,
agree with the definition in terms of the poset (P,≤).

It is important to note that the vector space KP , the grading ρ and
the operators U and D are invariant under this correspondence. Thus, any
result of a purely algebraic nature applies equally well to generalized differ-
ential posets and oriented graded graphs. Depending on what combinatorial
application we have in mind, either the language of graphs or the language
of posets may be used. Throughout this thesis, the language of posets is
used.

3.4 Spectral Analysis of UDn and DUn

3.4.1 The Adjoints of U and D and Some Combinatorial
Comments

Recall that in Chapter 2 we introduced an inner product on KPn given by

〈x, y〉 = δx,y

and that, with respect to this inner product, the operator D is the adjoint
of the operator U . It quickly becomes clear that this may not be the case
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for generalized differential posets. In the example of rooted trees,〈
, U

〉
=

〈
, 2 +

〉
= 2,

but 〈
D ,

〉
=

〈
+ ,

〉
= 1.

However, under certain conditions, this inner product may be modified so
that U and D are adjoint. The idea is to normalize the inner product by
multiplying by some function S : P → K\{0}; that is, we shall use the inner
product

〈x, y〉S = S(x)δx,y.

Note that if x l y in P, then

〈y, Ux〉S =

〈
y,
∑
z∈P

u(x, z)z

〉
S

= u(x, y)S(y)

and

〈Dy, x〉S =

〈∑
z∈P

d(z, y)z, x

〉
S

= d(x, y)S(x).

Thus, in order for U and D to be adjoint, we require that

u(x, y)S(y) = d(x, y)S(x)

for all x l y in P.

In a r-differential poset, we have u(x, y) = d(x, y) for all x l y, so the
function given by S(x) = 1 for all x ∈ P is a trivial example of such a
function (and, with this S, 〈·, ·〉S is the inner product from Chapter 2). The
poset T of rooted trees is an example of a generalized differential poset with
a nontrivial function S, which comes from the following observation made by
Hoffman. The definitions and results relating to the theory of group action
may be found in many books on algebra, such as Artin [1]. Given a tree
t ∈ T , fix a labelling of the vertices of t, and let Aut(t) denote the group of
automorphisms of t, that is, the group of permutations of the vertex set of
t which fix the root and preserve the adjacency relationship. Let t l t′, and
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fix a labelling of t so that if the vertex w is added to t at the vertex v, then
the result is t′. Let

Orb(t, v) = {u ∈ V (t) : σ(u) = v for some σ ∈ Aut(t)}

denote the orbit of v in t, i.e. the set of vertices of t which can be mapped
to v under some automorphism of t. It is clear that adding the vertex w
to any vertex in Orb(t, v) results in a tree isomorphic to t′. Conversely,
if u is a vertex of t to which adding w results in a tree isomorphic to t′,
then the restriction of this isomorphism to the vertices of t results in an
automorphism of t which maps u to v. Thus, u(t, t′) = |Orb(t, v)|. A similar
argument shows that d(t, t′) = |Orb(t′, w)|.

Let
Stab(v, t) = {σ ∈ Aut(t) : σ(v) = v}

denote the stabilizer of v in Aut(t), i.e. the set of automorphisms that
leave v fixed. By the Orbit-Stabilizer Theorem,

|Aut(t)| = |Orb(v, t)||Stab(v, t)|,

from which we obtain
|Aut(t)|
u(t, t′)

= |Stab(v, t)|

and
|Aut(t′)|
d(t, t′)

= |Stab(w, t′)|.

Note that if σ ∈ Stab(v, t), then the permutation given by

σ′(u) =
{

w if u = w,
σ(u) otherwise

is an automorphism of t′ fixing w, i.e. σ′ ∈ Stab(w, t′). Conversely, given
any element σ′ ∈ Stab(w, t′), let σ denote its restriction to vertices of t. Note
that σ is an automorphism of t and furthermore, that σ must fix v, since v is
the unique parent of w. So σ ∈ Stab(v, t). Hence |Stab(v, t)| = |Stab(w, t′)|,
so

d(t, t′)|Aut(t)| = u(t, t′)|Aut(t′)|,

and thus the function S(t) := |Aut(t)| is such that U and D are adjoint with
respect to 〈·, ·〉S .

Recall, as discussed in Section 2.2, that in the case of r-differential posets,
the fact that U and D are mutually adjoint corresponds to the fact that we
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do not obtain different numbers of paths when traversing them in the reverse
direction. This is not necessarily the case for generalized differential posets;
indeed,

〈y, Wx〉 =
1

S(y)
〈y, Wx〉S =

1
S(y)

〈W ∗y, x〉S =
S(x)
S(y)

〈x,W ∗y〉 ,

i.e. e(x W→ y) = S(x)
S(y)e(y

W ∗
→ x). Thus, the function S determines the

multiplicative factor by which weighted walk-enumeration results change
when traversing paths backwards.

As an example, consider the DUU -walk in T given by

, , , ,

which has weight 6. (Note that this is the only walk of shape DUU with
these endpoints.) Traversing this path in the opposite direction gives a
weight of 3. With

x = , y = ,

noting that S(x) = 2 and S(y) = 1, we have verified in this case that
e(x W→ y) = S(x)

S(y)e(y
W ∗
→ x).

It is interesting to note that if such a function S exists, then the oper-
ators UD and DU will be self-adjoint. Since the operators UDn and DUn

are operators on the finite-dimensional space KPn , then they will be orthog-
onally diagonalizable. This suggests we search for a basis of eigenvectors for
UDn and DUn. However, this observation is not entirely necessary since, as
we shall see in the next section, the existence of an eigenbasis does not rely
on the existence of the function S.

3.4.2 Eigenvalues and Eigenvectors of UDn and DUn

The eigenvalues and eigenvectors of UDn and DUn were computed by Stan-
ley [17] for the case of r-differential posets, and his method was later gen-
eralized by Fomin in the context of oriented graded graphs. The technique
relies on two key observations. The first is that the polynomial commutation
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relation DUn = fn(UDn) implies that if x is a λ-eigenvector of UDn, then x
is also a fn(λ)-eigenvector of DUn. The second observation follows from ap-
plying the operator Un to both sides of the eigenvalue equation DUnx = λx.

λUnx = UDUnx

= (UD)n+1(Unx),

so Unx is an eigenvector of UDn+1 with eigenvalue λ. Furthermore, by the
first observation, since DUn+1 = fn+1(UDn+1), then

DUn+1(Unx) = fn+1(UDn+1)(Unx)
= fn+1(λ)Unx,

so Unx is also an eigenvector of DUn+1 with eigenvalue fn+1(λ). We have
proven the following.

Lemma 3.5 (Fomin). If x is an eigenvector of DUn with eigenvalue λ,
then Unx is an eigenvector of UDn+1 (with eigenvalue λ) and of DUn+1

(with eigenvalue fn+1(λ)).

Lemma 3.5 gives a recursive method for finding eigenvalues and eigen-
vectors of UDn and DUn. That is, once we have found one eigenvector of
UDk for some k, we can find some eigenvectors and eigenvalues for UDn for
n ≥ k. (The question of whether we can find a basis of eigenvectors is not
immediately clear, however.) In particular, when working with generalized
differential posets with 0̂, we shall always have an eigenvector to initialize
this procedure, since 0̂ is a 0-eigenvector of UD0.

As an example of this method, consider the poset T from Section 3.1.1.
Recall that the commutation relations on this poset are fn(z) = z +(n+1).
The least element v0,1 := 0̂ is an eigenvector of UD0 with eigenvalue 0, and
so also an eigenvector of DU0 with eigenvalue f0(0) = 1. Applying U to the
eigenvector v0,1, we obtain

U ( ) = := v1,1,

which is an eigenvector of UD1 with eigenvalue 1. Thus, it is also an eigen-
value of DU1 with eigenvalue f1(1) = 3. Applying U to the vector v1,1, we
obtain

U

( )
= + := v2,1,
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which is an eigenvector of UD2 with eigenvalue 3, and hence also an eigen-
value of DU2 with eigenvalue f2(3) = 6.

We now run into a slight problem — T2 contains two elements, so we
need two eigenvectors to span KT2 . It is clear that any element in the kernel
of D2 will be a 0-eigenvector of UD2, so let

v2,2 := − 2 ,

which is a 0-eigenvector of UD2, and hence an eigenvector of DU2 corre-
sponding to the eigenvalue f2(0) = 3. Continuing this procedure, we obtain
the eigenvectors and eigenvalues shown in Table 3.1. As another example,
some eigenvectors for Young’s Lattice are given in Table 3.2.

With this example as a prototype, we now turn our attention to the
problem of finding a general formula for the eigenvalues of UDn, and their
multiplicities. It should be clear from the above example that we will need
to deal with repeated composition of various polynomials from the sequence
{fn}n∈Z. To handle this, we introduce the notation

fb←a = fb ◦ fb−1 ◦ . . . ◦ fa+1 ◦ fa

for b ≥ a. It is clear that fb←a satisfies the identities

fa←a = fa,

fb ◦ fb−1←a = fb←a,

fb←a+1 ◦ fa = fb←a.

We will also adopt the notational convention that fb←a = 1 if b < a.

There is one slight problem with the method demonstrated in the pre-
ceding example, in that it does not keep track of the multiplicities of the
eigenvalues. In particular, if S is a λ-eigenspace of DUn, we know from
Lemma 3.5 that U(S) is a λ-eigenspace of UDn+1 and a fn+1(λ)-eigenspace
of DUn+1. However, unless U is injective, it could be possible that U(S)
has a lower dimension than S. In order to keep track of the algebraic mul-
tiplicity of the eigenvalues, we use the following standard result regarding
the relationship between the characteristic polynomials of AB and BA (see
[20]). Denote by χT (x) the characteristic polynomial of T .
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Rank Eigenvectors UDn-eigenvalue DUn-eigenvalue
P0 0 1

P1 1 3

P2 + 3 6

− 2 0 3

P3 + 3 + + 6 10

− 2 − 2 3 7

2 − 0 4

6 − 2 − 3 0 4

Table 3.1: Eigenvectors for the first 4 ranks of T
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Rank Eigenvectors UDn-eigenvalues DUn-eigenvalues
Y0 0̂ 0 1
Y1 〈1〉 1 2
Y2 〈11〉+ 〈2〉 2 3

〈11〉 − 〈2〉 0 1
Y3 〈111〉+ 2〈21〉+ 〈3〉 3 4

〈111〉 − 〈3〉 1 2
〈111〉 − 〈21〉+ 〈3〉 0 1

Y4 〈1111〉+ 3〈211〉+ 2〈22〉+ 3〈31〉+ 〈4〉 4 5
〈1111〉+ 〈211〉 − 〈31〉 − 〈4〉 2 3

〈1111〉 − 〈22〉+ 〈4〉 1 2
〈22〉 − 〈31〉+ 〈4〉 0 1

〈1111〉 − 〈211〉+ 〈22〉 0 1

Table 3.2: Eigenvectors and eigenvalues for the first five ranks of Young’s
Lattice

Lemma 3.6. Let V and W be vector spaces, with m = dim V , n = dim W ,
where n ≥ m. Let A : V → W and B : W → V be linear transformations.
Then

χAB(x) = xn−mχBA(x).

In the context of generalized differential posets, we will be working with
operators of the form U : KPn → KPn+1 and D : KPn → KPn−1 , so in order
to use this lemma, it is clear that the numbers

∆n := |Pn| − |Pn−1|

will be important. This lemma tells us that if ∆n ≥ 0, then

χUDn(x) = x∆nχDUn−1(x). (3.6)

If ∆n ≤ 0, then:
χDUn−1(x) = x−∆nχUDn(x)

so in fact, in this case, we can also write χUDn(λ) = λ∆nχDUn−1(λ) without
worrying about whether ∆n is negative or positive.

We are now in a position to state and prove the general formula for the
eigenvalues, which is Fomin’s generalization of a result of Stanley for the
case of r-differential posets.
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Theorem 3.7 (Fomin). Let (P, u, d, {fn}n≥0) be a generalized differential
poset, with a least element 0̂. Let

λn,k = fn←k(0).

Then
χDUn(x) =

∏
0≤i≤n

(x− λn,i)∆i ,

and
χUDn(x) = x∆n

∏
0≤i≤n

(x− λn−1,i)∆i .

Proof: Proceed by induction on n. For the base case, n = 0, it is clear
that 0 is the only eigenvalue of UD0, and it has multiplicity 1 = ∆0. Since
DU0 = f0(UD0), then f0(0) = λ0,0 is the only eigenvalue of DU0, and it has
multiplicity 1.

For the inductive step, suppose n ≥ 1 and that the theorem holds for
smaller values than n. Thus,

χDUn−1(x) =
∏

0≤i≤n−1

(x− λn−1,i)∆i ,

so by equation (3.6),

χUDn(x) = x∆n
∏

0≤i≤n−i

(x− λn−1,i)∆i .

But since UDn = fn(DUn), then

χDUn(x) = (x− fn(0))∆n
∏

0≤i≤n−i

(x− fn(λn−1,i))∆i

=
∏

1≤i≤n

(x− λn,i)∆i .

Thus, by induction, the theorem is proven. �

For special commutation relations, the polynomials fb←a can be eval-
uated more explicitly. Assume the commutation relations are linear, i.e.
fn(z) = qnz + rn. Then, for b ≥ a,

fb←a(z) = fb(fb−1(. . . (fa+1(fa(z)) . . .))
= qb(qb−1(. . . (qa+1(qaz + ra) + ra−1) . . .) + rb−1) + rb

=
∏

a≤i≤b

qiz +
∑

a≤i≤b

ri

∏
i+1≤j≤b

qj . (3.7)
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Specializing to the case when qn = 1 for all n ∈ Z,

fb←a(z) = z +
∑

a≤i≤b

ri, (3.8)

and, when rn = r is constant, we obtain

fb←a(z) = z + (b− a + 1)r. (3.9)

These polynomials will be of particular interest when evaluated at 0. For
the most general linear case fn = qnz + rn, we have

fb←a(0) =
∑

a≤i≤b

ri

∏
i+1≤j≤b

qj . (3.10)

If qn = 1, we have
fb←a(0) =

∑
a≤i≤b

ri, (3.11)

and for constant r, we have

fb←a(0) = (b− a + 1)r. (3.12)

Knowledge of the eigenvalues alone can give us some information about
the structure of the poset P. In particular, if λn,k 6= 0 for all 0 ≤ k ≤ n,
then the operator DUn will be invertible, implying that U is injective and
D is surjective. The case in which U is injective is of particular interest, for
then, applying U to an eigenspace will not reduce the dimension of the space.
Also, injectivity of U implies that the rank sizes are weakly increasing, i.e.
|Pj | ≤ |Pj+1| for all j ≥ 0.

In a number of examples, we find that U is injective. It is clear that
for any rank of an r-differential poset, DUn has only nonzero eigenvalues,
as observed by Stanley [17]. In the poset of rooted trees, rn = n + 1 >
0, so equation (3.11) implies that the eigenvalues of DUn for T are all
positive whenever n ≥ 1, so the operator U is injective. Thus, given any
distinct rooted trees on the same number of vertices, the multisets obtained
by adding a leaf at each vertex are distinct.

The preceding observation about how the injectivity of U preserves
eigenspace dimension suggests the following sufficient condition for diag-
onalizability of UDn and DUn.
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Theorem 3.8 (Fomin). Let (P, u, d, {fn}n≥0) be a generalized differential
poset with 0̂ such that, for all 0 ≤ i ≤ n, and all 0 ≤ j ≤ i, λi,j 6= 0. Let βi

be a linearly independent subset of ker(Di) such that |βi| = |Pi| − |Pi−1| for
0 ≤ i ≤ n. Then ⋃

0≤i≤n

Un−iβi

is a basis for KPn, and Un−iβi consists of eigenvectors for UDn with eigen-
values λn−1,n−i and for DUn with eigenvalues λn,n−i.

Proof: Proceed by induction on n. For the base case, n = 0, we have
β0 = 0̂, which clearly spans KP0 . 0̂ is a 0-eigenvector for UD0, and a
f0(0) = λ0,0-eigenvector for DU0. Suppose n ≥ 1 and that a basis for KPn−1

exists, as described in the statement of the theorem. Since the eigenvalues
λn−1,j 6= 0 for all 0 ≤ j ≤ n− 1, then Un−1 is injective. Thus, the set

β := Un−1

 ⋃
0≤i≤n−1

Un−1−iβi

 =
⋃

0≤i≤n−1

Un−iβi

is linearly independent, and |β| = |Pn−1|. Furthermore, by Lemma 3.5,
Un−i(βi) = Un−1(Un−1−iβi) consists of vectors which are simultaneously
eigenvectors of UDn, with eigenvalue λn−1,n−i 6= 0, and eigenvectors of DUn

with eigenvalue fn(λn−1,n−i) = λn,n−i.

By the rank-nullity formula,

dim(ker(Dn)) = |Pn| − rank(Dn) ≥ |Pn| − |Pn−1|,

so there exists an independent set βn ⊂ ker(Dn) of size |Pn| − |Pn−1|. It
can be shown, as follows, that β∪βn is linearly independent. Suppose there
exist scalars av and aw such that∑

v∈β

avv =
∑

w∈βn

aww.

Since β consists of eigenvectors for UDn with nonzero eigenvalues, apply
UDn to this equation to obtain∑

v∈β

λvavv = 0,
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where λv 6= 0 is the UDn-eigenvalue for v. Thus, by independence of β,
av = 0 for all v ∈ β. Thus

0 =
∑

w∈βn

aww,

so aw = 0 for all w ∈ βn, by independence of βn. We see that β ∪ βn is
independent and has size |Pn|, so it spans KPn , proving the theorem. �

In the case of the Boolean lattice Bm, if n < m
2 , then rn = m− 2n > 0,

so the eigenvalues of DUn are all positive. Thus, by Theorem 3.8, UDn and
DUn will be diagonalizable for 0 ≤ n < m

2 . For example, in B4, bases of
eigenvectors can be found for P0,P1 and P2. Note, however, that

λ2,2 = f2(0) = r2 = 0,

so DU2 is not invertible. Observe what happens when U is applied to the
eigenvectors of UD2.

U({12}+ {13}+ {14}+ {23}+ {24}+ {34}) = 3 ({123}+ {124}+ {134}+ {234}) ,

U({13}+ {14} − {23} − {24}) = 2({134} − {234}),
U({12}+ {24} − {13} − {34}) = 2({124} − {134}),
U({13}+ {23} − {14} − {24}) = 2({123} − {124}),
U({12} − {13} − {24}+ {34}) = 0,

U({13} − {14} − {23}+ {24}) = 0.

Though the last two computations resulted in the zero vector, the first four
result in a set of vectors which span KP3 . So, despite the fact that B4 does
not satisfy the conditions of Theorem 3.8, we are still able to find a basis of
UD3-eigenvectors for B4.

The key to weakening the conditions of Theorem 3.8 lies in the observa-
tion that even though DU2 is not invertible, UD3 is. Thus, U2 is surjective,
so applying it to an eigenbasis for P2 results in a spanning set for KP3 . This
spanning set may be converted to a basis by selecting a linearly independent
subset. Hence, we have the following stronger version of Theorem 3.8.

Theorem 3.9. Let (P, u, d, {fn}n≥0) be a generalized differential poset, and
suppose that for all 0 ≤ k ≤ n at least one of UDn+1 or DUn has only
nonzero eigenvalues. Then there exists a basis⋃

0≤i≤n

γi
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Rank Eigenvectors UDn-eigenvalues DUn-eigenvalues
P0 ∅ 0 4
P1 {1}+ {2}+ {3}+ {4} 4 6

{1} − {2} 0 2
{2} − {3} 0 2
{3} − {4} 0 2

P2 {12}+ {13}+ {14}+ {23}+ {24}+ {34} 6 6
{13}+ {14} − {23} − {24} 2 2
{12}+ {24} − {13} − {34} 2 2
{13}+ {23} − {14} − {24} 2 2
{12} − {13} − {24}+ {34} 0 0
{13} − {14} − {23}+ {24} 0 0

P3 {123}+ {124}+ {134}+ {234} 6 4
{123} − {234} 2 0
{124} − {134} 2 0
{123} − {124} 2 0

P4 {1234} 4 0

Table 3.3: Eigenvectors for the Boolean lattice B4
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for KPn, where γi ⊆ Un−iβi is linearly independent. In particular, γi

consists of eigenvectors which are simultaneously λn−1,n−i-eigenvectors for
UDn, and λn,n−i-eigenvectors for DUn.

Proof: Use induction on n. For the base case, it is clear that 0̂ is an
eigenvector of both UD0 and DU0, and {0̂} spans P0. For the inductive step,
suppose we have a basis ∪0≤i≤n−1γ

′
i for KPn−1 such that γ′i ⊂ Un−1−iβi is

linearly independent, and consists of eigenvectors for UDn−1 and DUn−1. If
DUn has only nonzero eigenvalues, then U is injective, so proceed as in the
proof of Theorem 3.8.

If UDn+1 has only nonzero eigenvalues, then U is surjective. Thus,

U

 ⋃
0≤i≤n−1

γ′i

 =
⋃

0≤i≤n−1

U(γ′i)

is a spanning set of KPn , so it contains a basis α. Let γi = U(γ′i) ∩ α, and
note that γi is linearly independent. Let γn = ∅, and we have

α =
⋃

0≤i≤n

γi

as a basis for KPn . Note that for 0 ≤ i ≤ n− i,

γi ⊆ U(γ′i) ⊆ U(Un−1−iβi) = Un−iβi

and that γn ⊆ βn = ker(Dn) = ∅. In particular, γ′i consists of eigenvectors
of UDn and DUn, by Lemma 3.5. �

3.5 Canonical Forms for Above-Words

Having computed the eigenvectors and eigenvalues for UDn as described
in Section 3.4.2, we now turn our attention to the problem of writing a
monomial W in U and D as a polynomial g in UDn. The eventual goal
is to write elements of P in the bases of eigenvectors calculated in Section
3.4.2, which then reduces the problem of computing the action of W to the
problem of evaluating g at the eigenvalues of UDn. The results of the first
part of this section apply to all generalized differential posets — we make
no assumptions about the existence of a unique minimal element, and the
only restriction on the sequence {fn}n∈Z is that each fn is a polynomial.
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As an example, consider the problem of writing the operator UDUUDDn

as a polynomial in UDn. We can apply the commutation relation DUn =
fn(DUn) to obtain

UDUUDDn = Ufn−1(UDn−1)UDDn.

Polynomials in UDn satisfy a particularly nice property that allows us to
continue with this computation. Note that if g =

∑
0≤i≤k giz

i is any poly-
nomial, then

g(UDn+1)Un =
∑

0≤i≤k

gi(UDn+1)iUn

=
∑

0≤i≤k

giUn(DUn)i

= Ung(DUn)
= Ung(fn(UDn)).

By a similar argument, we also obtain Dg(UDn) = g(DUn−1)Dn = g(fn−1(UD))Dn.
These observations (which are the content of Fomin’s particularly useful
Lemma 1.4.6) form the base case for the following generalization.

Lemma 3.10. For any polynomial g(z),

g(UD)Uk
n = Ukg(fn+k−1←n(UDn))

Dkg(UDn) = g(fn−1←n−k(UDn−k))Dk
n.

Proof: Use induction on k. The base case, k = 1, is done in the com-
ments preceding the statement. For the inductive step, we have

g(UD)Uk
n = (g(UD)Uk−1

n+1)Un

= Uk−1g(fn+k−1←n+1(UD))Un

= Ukg(fn+k−1←n+1(fn(UDn))

= Ukg(fn+k−1←n(UDn)).

By induction, this formula holds for all k ≥ 1. The other formula is proven
in a similar manner. �

Informally, this lemma allows us to “move U across a polynomial to the
left” and to “move D across a polynomial to the right.” By applying this to
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the computation preceding the lemma, we obtain

UDUUDDn = UUfn−1(DUn−2)DDn

= UUfn−1(fn−2(UDn−2)DDn

= UUg(UDn−2)DDn,

where g = fn−2 ◦ fn−1. It is clear that we can go no further with this
computation — the terminal string of D’s is the problem, since we cannot
apply the relation DUn = fn(UDn) to deal with it. This example illustrates
that we may not be able to write a monomial as a polynomial in UDn, unless
it ends with a U . In fact, more generally, by writing

W = UamDUam−1D . . . DUa1DUa0

it soon becomes apparent that the condition we require is that
∑

0≤i≤k ai > k
for all 0 ≤ k ≤ m. A monomial satisfying this condition shall be called an
above-word, since it corresponds to a walk that always stays above its
starting point.

The strategy in dealing with an above-word is to focus on the subwords
of the form DUk. Note that, using Lemma 3.10,

DUk
n = DUn+k−1U

k−1
n

= fn+k−1(UD)Uk−1
n

= Uk−1fn+k−1(fn+k−2←n(UDn))

= Uk−1fn+k−1←n(UDn).

A similar result holds for DkUn, giving the following.

Lemma 3.11 (Fomin).

DUk
n = Uk−1fn+k−1←n(UDn)

DkUn = fn←n−k+1(UDn−k+1)Dk−1
n .

With this lemma in hand, we are now in a position to tackle the problem
of deriving the canonical form for a general above-word, generalizing a result
of Fomin.

Theorem 3.12. Let P be a generalized differential poset with commutation
relations {fn}n∈Z, and let W = UamDUam−1D . . . DUa1DUa0 be an above-
word. Let bi =

∑
0≤j≤i aj − i. Then there exists a polynomial gW,n(z) such
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that Wn = U bmgW,n(UDn). In fact, such a polynomial is given by

gW,n =
∏

0≤i≤m−1

fn+bi−1←n.

Proof: Proceed by induction on m. When m = 0, we have W = Ua0 ,
so the theorem holds with gW,n = 1. Suppose m ≥ 1 and that the theorem
holds for all smaller values of m. Applying Lemma 3.11,

Wn = UamDUam−1D . . . DUa1DUa0
n

= UamDUam−1D . . . DUa1Ua0−1fn+a0−1←n(UDn).

Let a′0 = a1 + a0 − 1 and a′i = ai+1 for 1 ≤ i ≤ m− 1. Consider the word

W ′ = Ua′m−1DUa′m−2D . . . DUa′0 .

Observe that for any 0 ≤ j ≤ m− 1,∑
0≤i≤j

a′i =
∑

0≤i≤j+1

ai − 1 > (j + 1)− 1 = j,

so W ′ is an above-word. By induction,

W ′
n = U b′m−1

∏
0≤i≤m−2

fn+b′i−1←n(UDn)

where
b′i =

∑
0≤j≤i

a′i − i =
∑

0≤j≤i+1

ai − (i + 1) = bi+1,

so, by changing indices in the product expression for W ′,

Wn = W ′fn+b0−1←n(UDn)

= U b′m−1

 ∏
1≤i≤m−1

fn+b′i−1−1←n(UDn)

 fn+b0−1←n(UDn)

= U bm
∏

0≤i≤m−1

fn+bi−1←n(UDn).

Taking gW,n =
∏

0≤i≤m−1 fn+bi−1←n, the proof follows. �

As an application of Theorem 3.12, consider the above-word W = DkUk+l.
We have a0 = k + l, and ai = 0 for 1 ≤ i ≤ k, and we obtain the following
theorem of Fomin as a corollary.
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Commutation Relation Formula for DkUk+l
n−l

fn(z) = qnz + rn U l
∏

1≤i≤k

(∏
n−l≤j≤n+k−i qjUDn−l

+
∑

n−l≤j≤n+k−i rj
∏

j+1≤s≤n+k−i qs

)
fn(z) = z + rn U l

∏
1≤i≤k

(
UDn−l +

∑
n−l≤j≤n+k−i rj

)
fn(z) = z + r U l

∏
1≤i≤k(UDn−l + (k + l − i + 1)r)

Table 3.4: Formulae for DkUk+l
n−l

Theorem 3.13 (Fomin).

DkUk+l
n−l = U l

∏
1≤i≤k

fn+k−i←n−l(UDn−l).

A formula of particular interest is the case when l = 0.

Corollary 3.14 (Fomin).

DkUk
n =

∏
1≤i≤k

fn+k−i←n(UDn).

With additional assumptions on the sequence of polynomials {fn}n∈Z,
the formula of Theorem 3.13 can be written in a more explicit form. Using
the equations (3.7) to (3.9), we obtain the results shown in Table 3.4.

3.6 Enumerative Results

We have now developed enough algebraic machinery to make some enumer-
ative statements about generalized differential posets. For the purposes of
this section, we shall assume that the poset P has a least element 0̂. In
this case, use the notation e(x) = e(0̂ → x) to denote the sum of weights of
saturated (0̂, x)-chains. It will be particularly easy to count walks starting
at 0̂, since D0̂ = 0. Thus, for any polynomial g(z), g(UD0)0̂ = g(0)0̂, since
all terms of g vanish except for the constant term. This observation allows
us to use Theorem 3.13 to derive a formula for the sum of weights of all
0̂− x walks whose shape is a fixed above-word W as a multiple of e(x).
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Commutation Relation e(0̂ W→ x)

fn(z) = qnz + rn e(x)
∏

0≤i≤m−1

(∑
0≤i≤bi−1 ri

∏
i+1≤j≤bi−1 qj

)
fn(z) = z + rn e(x)

∏
0≤i≤m−1

(∑
0≤i≤bi−1 ri

)
fn(z) = z + r e(x)rm

∏
0≤i≤m−1 bi

Table 3.5: Formulae e(0̂ W→ x) for linear commutation relations and balanced
above-word W

Corollary 3.15. Let W = UamDUam−1D . . . DUa1DUa0 be any above-word.
Let `(W ) =

∑
0≤i≤m ai − m be the displacement of W . Then, for every x

such that ρ(x) = `(W ),

e(0̂ W→ x) = e(x)gW,0(0) = e(x)
∏

0≤i≤m−1

fbi−1←0(0).

Proof: This is a straightforward calculation.

e(0̂ W→ x) = 〈x,W00̂〉
= 〈x,U `(W )gW,0(UD0)0̂〉
= 〈x,U `(W )0̂〉gW,0(0)
= e(x)gW,0(0)

= e(x)
∏

1≤i≤m−1

fbi−1←0(0).

�

The specializations of this result to various linear commutation relations
is shown in Table 3.5

It is interesting to note that among all x ∈ P`(W ), the number of W -
walks starting at 0̂ and ending at x is a fixed multiple of e(x). In particular,
the probability of such a walk ending at any particular x depends only on
e(x), and not on the length or the shape of the walk, as illustrated in the
following.

Example 3.16. A rooted tree with 3 non-root vertices is formed from a root
via a sequence of additions or deletions of leaves. The sequence of operations

91



is not known, though it is known that there are three more additions than
deletions. Suppose we wish to calculate the probability of each possible
outcome. We know that for each t ∈ T3,

e(0̂ W→ t) = e(t)gW,0(0)

for some polynomial gW,0 depending on W . We may compute e(t) for each
t ∈ T3 directly, as follows.

U30̂ = U2

( )

= U

 +



= + 3 + + ,

from which we obtain

e

( )
= 1, e

  = 3, e

  = 1, e


 = 1.

There are a total of 6gW,0(0) possible outcomes, with e(t)gW,0(0) outcomes
resulting in the tree t. Hence the tree

occurs with probability 1/2 and the others occur with probability 1/6.

One interesting corollary is a formula for the number of walks which
increase to a maximum, and then decrease.

Corollary 3.17 (Fomin). For all x ∈ P with ρ(x) = `(W ),

e(0̂ DkUk+l

→ x) = e(x)
∏

1≤i≤k

fk−i←0(0).
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Commutation Relation e(0̂ DkUk+`

→ x)

fn(z) = qnz + rn e(x)
∏

1≤i≤k

(∑
0≤j≤k−i rj

∏
j+1≤s≤k−i qs

)
fn(z) = z + rn e(x)

∏
1≤i≤k

(∑
0≤j≤k−i rj

)
fn(z) = z + r e(x)rk

∏
1≤i≤k(k − i + 1)

Table 3.6: Formulae for e(0̂ DkUk+`

→ x) under linear commutation relations,
where ρ(x) = `

The specializations of this result to various linear commutation relations
is shown in Table 3.6.

A particularly interesting case of these formulae is when x = 0̂; that is,
the case of closed walks of length 2k. In this case e(x) = 1, so the walk
lengths may be computed using only the sequence fn. In particular, in the
case of an r-differential poset, we obtain the familiar result

e(0̂ DkUk

→ 0̂) = rkk!

which, in the case of Young’s Lattice, is equation (1.1).

3.6.1 Enumerative Consequences of Spectral Analysis

In order to enumerate walks starting at points other than 0̂, we can use
the spectral analysis carried out in Section 3.4. The general strategy for
enumerating walks starting at x is to write x as a linear combination of
eigenvectors of UDn. Then, writing Wn = U `gW,n(UDn) as in Theorem 3.12,
we can compute the action of W on x by evaluating gW,n at the eigenvalues
of UDn. This strategy is illustrated in the following.

Example 3.18. In Young’s lattice, let σ denote the partition (21). Let gπ\σ
denote the number of skew tableaux of shape π \ σ. Suppose we want to
compute ∑

π`6,σ≤π

(gπ\σ)2 = 〈σ,D3U3σ〉.

The eigenvectors of UDn for Young’s lattice are given in Table 3.2. Let v3 =
(111) + 2(21) + (3) denote the 3-eigenvector, and let v0 = (111)− (21) + (3)
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denote the 0-eigenvector. Then σ = 1
3(v3 − v0). From Table 3.4,

gD3U3,3(z) = (z + 3)(z + 2)(z + 1),

so

D3U3σ =
1
3
gD3U3,3(UD3)(v3 − v0)

=
1
3
(gD3U3,3(3)v3 − gD3U3,3(0)v0)

= 40v3 − 2v0

= 38(111) + 82(21) + 38(3).

Then, for example, ∑
π`6

(gπ\σ)2 = 82.

Computations may be simplified using the following result.

Theorem 3.19. Let gW,n be as in Theorem 3.12. The eigenvalues of gW,n(UDn)
are given by

µW,n,k =
∏

0≤i≤m−1

fn+bi−1←k(0).

The µW,n,k-eigenvectors of gW,n(UDn) are the λn−1,k-eigenvectors of UDn,
for 0 ≤ k ≤ n − 1. Any 0-eigenvector of UDn is a µW,n,n-eigenvector of
gW,n(UDn).

Proof: For 0 ≤ k ≤ n− 1, if v is a λn−1,k-eigenvector of UDn, then

gW,n(UDn)v = gW,n(λn−1,k)v

=
∏

0≤i≤m−1

fn+bi−1←n(fn−1←k(0))v

=
∏

0≤i≤m−1

fn+bi−1←k(0)v,

where we have used the computation of λn,k from Theorem 3.7. By taking
v to be a 0-eigenvector of UDn, we can obtain µW,n,n by evaluating gW,n at
0. �

The eigenvalues have the following form when applied to walks which
increase to a maximum, and then decrease.
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Commutation Relation µDmUm,n,k

fn(z) = qnz + rn
∏

1≤i≤m

∑
k≤j≤n+m−i rj

∏
j+1≤s≤n+m−i qs

fn(z) = z + rn
∏

1≤i≤m

∑
k≤j≤n+m−i rj

fn(z) = z + r rm
∏

1≤i≤m(n + m− i− k + 1)

Table 3.7: Values of µDmUm,n,k for linear commutation relations

Corollary 3.20.

µDmUm,n,k =
∏

1≤i≤m

fn+m−i←k(0).

The specializations of this formula under linear commutation relations
are given in Table 3.7.

3.7 Further Results on Generalized Differential Posets

In [3], Fomin presents a large number of examples and applications of gener-
alized differential posets beyond what is presented in this thesis. While this
thesis focussed on the algebraic techniques used to enumerate walks in gen-
eralized differential posets, there are bijective results which generalize the
Robinson-Schensted correspondence on Young’s lattice, also due to Fomin
[4].

Stanley’s paper on sequentially differential posets [18] contains a gen-
eralization of Theorem 2.7 to the case of sequentially differential posets,
namely

Dn+1Pn+1 = Un−1Pn−1 + rnPn.

He uses this to derive a formula for α(0 → k), in terms of a sum indexed
by involutions in Sk, which is a generalization of the formula for α(0 → k)
given at the end of Section 2.4.

Another note of interest regarding the spectral theory of Section 3.4 is
that in the special case of Young’s Lattice, it is possible to give a complete
orthogonal set of eigenvectors for UDn in terms of irreducible characters of
Sn. This result is due to Stanley [17].
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Chapter 4

Quotients of Generalized
Differential Posets

4.1 Motivation

4.1.1 The Poset of Spanning Subgraphs

In this section, we examine another example of a generalized differential
poset. It will not be immediately obvious that this poset is a generalized
differential poset, motivating the development of further machinery which
may be used to show it is a generalized differential poset.

Let (Em,≤) be the set of unlabelled spanning subgraphs of Km, the
complete graph on m vertices, ordered by G ≤ H if and only if G is a
spanning subgraph of H. This poset is ranked, with ρ(G) equal to the
number of edges of G. Under this order, the cover relations are given by
G l H if and only if G is a spanning subgraph of H with exactly one less
edge than H. Define weights on the cover relations as follows. Let u(G, H)
be the number of non-edges of G which, when added to G, result in H.
Let d(G, H) be the number of edges of H which, when deleted, result in
G. The poset E4, with these cover weights, is shown in Figure 4.1. In this
poset, the weight of a Hasse walk of shape W from G to H will represent the
number of ways to transform G to H through a sequence of edge additions
and deletions specified by W .
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6,1

4,21,2

4,1 2,2

1,3
1,3

1,4
2,2

3,1 3,1

1,6

2,1 2,4

Figure 4.1: Poset of spanning subgraphs of K4, with cover weights
u(x, y), d(x, y)
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It is not immediately clear that En is a generalized differential poset.
We can verify that E4 is a generalized differential poset by computing the
commutator, for example,

UD

( )
= U

(
2 + +

)

= 2

(
+ 2

)
+ 3 + 3

= 2 + 10

and

DU

( )
= D

(
2

)

= 2 + 8 ,

from which we obtain

(DU − UD)

( )
= −2 .

Evaluating the commutator at every other element of E4, we find that

(DU − UD)(G) = (6− 2ρ(G))G,

so DUn = UDn + (6− 2n)In. At this point it seems plausible to conjecture
that in the poset Em, we have

DUn = UDn +
((

m

2

)
− 2n

)
In. (4.1)

Note that this commutator is the same as that for the Boolean lattice B(m
2 )

.

Since a labelled graph on m vertices may be identified with a subset of
(
m
2

)
possible edges, a reasonable strategy in proving equation (4.1) is to start with
B(m

2 )
, and to reduce it modulo the graph-isomorphism equivalence relation

in a way that preserves the commutator. The machinery for doing so is
developed in this chapter.
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4.1.2 Quotients of G.W. PECK Posets

The material developed in this chapter is similar to a result of Stanley deal-
ing with quotients of G.W. PECK posets [16]. (G.W. PECK is usually
abbreviated to PECK.) A finite, ranked poset P, with maximum rank r, is
said to be PECK over the field K if there exist operators Ui : KPi → KPi+1

such that

1. for all x ∈ Pi, Ui(x) =
∑

xly cyy for some cy ∈ K, and

2. for all 0 ≤ i ≤ b r
2c, the transformation

Ur−i+1 . . . Ui : KPi → KPr−i

is invertible.

An operator satisfying the first condition shall be referred to as a raising
operator; a lowering operator is defined similarly. A PECK poset is said
to be unitary if the constants cy may all be taken to be 1. Stanley’s main
result from [16] is that the quotient of a unitary PECK poset (taken in a
way that is similar to the method used in Section 4.2) is also a PECK poset.

A key result of Proctor [11] is that a poset P is PECK over C if and
only if there are raising and lowering operators X and Y which span a
representation of the Lie algebra sl(2, C), that is, if the commutator H =
XY − Y X satisfies Hj = (r − 2j)Ij . In particular, every PECK poset is
a generalized differential poset with K = C, U = X, D = Y , and fj(z) =
z + (r − 2j).

It is generally known that it is possible to extend Stanley’s result on
PECK posets to generalized differential posets. In this chapter, we give a
precise statement and proof of this “folklore theorem.”

4.2 Quotients of Partially Ordered Sets

Given a ranked poset (P,≤), an equivalence relation ∼ on P is said to be
rank-compatible if x ∼ y implies ρ(x) = ρ(y). If ∼ is rank-compatible, we
can define a new poset P/ ∼ whose ground set is the set of ∼-equivalence
classes. We can define an order relation ≤∼ by specifying the cover relations,
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then taking ≤∼ to be the reflexive, transitive and symmetric closure of l.
Let A l B in P/ ∼ if and only if there exist x ∈ A and y ∈ B such that
x l y. In the following, the equivalence class containing x is denoted by x̃.
Note that since ∼ is rank-compatible, then P/ ∼ has a well-defined rank
function given by ρ(x̃) = ρ(x).

In the case where (P, u, d, {fn}n∈Z) is a generalized differential poset,
our objective is to assign weights ũ(x̃, ỹ) and d̃(x̃, ỹ) to the cover relations of
P/ ∼ so that the operators Ũ and D̃ on KP/∼ satisfy the same commutation
relations as P, i.e. D̃Ũn = fn(ŨD̃n). The strategy in assigning these cover
weights is to embed the vector space KP/∼ into KP , perform computations
using the known transformation U , and then reverse the embedding to ob-
tain weights for KP/∼. (This will be made more precise in the following
discussion.) If one regards a generalized differential poset as an oriented
graded graph in the way described in Section 3.3, then the techniques used
in this section are techniques from the theory of equitable partitions in al-
gebraic graph theory (see [6]).

Lemma 4.1. Let T be an injective linear transformation, T : KP/∼ → KP ,
such that ρ(T (x̃)) = ρ(x) for all x ∈ P. Suppose also that UT = T Ũ and
DT = TD̃. Then D̃Ũn = fn(ŨD̃n).

Proof: For any x̃ ∈ P/ ∼, with ρ(x) = n,

T (D̃Ũnx̃) = DUn(T x̃)
= fn(UDn)(T x̃)

= Tfn(ŨD̃n)x̃.

Note that the final equality uses the fact that fn is a polynomial. By injec-
tivity of T , D̃Ũnx̃ = fn(ŨD̃n)x̃ for all x̃ ∈ P/ ∼ such that ρ(x) = n. Thus,
D̃Ũn = fn(ŨD̃n). �

Given an injective, linear, rank-preserving T : KP/∼ → KP , by imposing
the conditions UT = T Ũ and DT = TD̃, we can solve for the cover weights
ũ and d̃ in terms of u and d. Different embeddings will lead to different
cover weights which all lead to the same commutation relations.

101



For example, consider the embedding given by T (x̃) =
∑

z∼x z. Then

UT (x̃) = U

(∑
z∼x

z

)
=
∑
z∼x

∑
y∈P

u(z, y)y

=
∑
y∈P

(∑
z∼x

u(z, y)

)
y,

and

T (Ũ x̃) = T

 ∑
z̃∈P/∼

ũ(x̃, z̃)z̃


=

∑
z̃∈P/∼

ũ(x̃, z̃)
∑
y∼z

y

=
∑
y∈P

ũ(x̃, ỹ)y.

Observe that the condition UT = T Ũ is satisfied if and only if

ũ(x̃, ỹ) =
∑
z∼x

u(z, y)

for all x̃, ỹ ∈ P/ ∼. We can obtain a similar formula for d̃, proving the
following.

Theorem 4.2. Let (P, u, d, {fn}n∈Z) be a generalized differential poset, and
∼ a rank-compatible equivalence relation. Let

ũ(x̃, ỹ) =
∑
z∼x

u(z, y)

and
d̃(x̃, ỹ) =

∑
z∼y

d(x, z),

provided these values are well-defined. Then (P/ ∼, ũ, d̃, {fn}n∈Z) is a gen-
eralized differential poset.
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We can find a different set of cover weights by defining a new embedding,
which is normalized by the size of the equivalence class x̃. Let T denote the
embedding defined by

T : x̃ 7→ 1
|x̃|
∑
z∼x

z.

Then

UT (x̃) =
∑
z∼x

1
|x̃|

U(z)

=
∑
z∼x

1
|x̃|
∑
y∈P

u(z, y)y

=
∑
y∈P

(
1
|x̃|
∑
z∼x

u(z, y)

)
y,

and

T (Ũ x̃) =
∑

z̃∈P/∼

ũ(x̃, z̃)T (z̃)

=
∑

z̃∈P/∼

ũ(x̃, z̃)
1
|z̃|
∑
y∼z

y

=
∑
y∈P

1
|ỹ|

ũ(x̃, ỹ)y.

Imposing the condition UT = T Ũ , we obtain the formula

ũ(x̃, ỹ) =
|ỹ|
|x̃|
∑
z∼x

u(z, y),

for all x̃, ỹ ∈ P/ ∼. Applying a similar calculation to the operator D, we
obtain the following.

Theorem 4.3. Let (P, u, d, {fn}n∈Z) be a generalized differential poset, and
∼ a rank-compatible equivalence relation. Let

ũ(x̃, ỹ) =
|ỹ|
|x̃|
∑
z∼x

u(z, y),

and
d̃(x̃, ỹ) =

|x̃|
|ỹ|
∑
z∼y

d(x, z),

provided these values are well-defined. Then (P/ ∼, ũ, d̃, {fn}n∈Z) is a gen-
eralized differential poset.
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4.3 Quotients With Respect to Group Action

We now turn our attention to the situation in which ∼ is the equivalence
relation of orbits with respect to some group action. Specifically, given a
unitary generalized differential poset (P, {fn}n≥0) with 0̂, let G be a group
of automorphisms of P. Note that this implies that that ρ(σx) = ρ(x) for
all σ ∈ G and x ∈ P, and also that if x l y, then σx l σy for all σ ∈ G.

Let ∼ be the equivalence relation given by x ∼ y if and only if x = σy
for some σ ∈ G. Observe that ∼ is rank-compatible, and that x̃ = Orb(x).
A natural set of cover weights on P/ ∼ would be

ũ(x̃, ỹ) = |{z ∈ ỹ : x l z}|, (4.2)

i.e. the number of elements of the class ỹ which cover a fixed element of the
class x̃, and

d̃(x̃, ỹ) = |{z ∈ x̃ : z l y}|, (4.3)

the number of elements of the class x̃ which are covered by a fixed element
of the class ỹ. Our objective is to prove that with these cover weights,
(P/ ∼, ũ, d̃, {fn}n≥0) is a generalized differential poset.

Our first attempt is to use Theorem 4.2. According to this theorem,
using the cover weights

ũ(x̃, ỹ) =
∑
z∼x

u(z, y)

and
d̃(x̃, ỹ) =

∑
z∼y

d(x, z)

will result in a generalized differential poset. However, since u(x, y) = 1
when x l y and 0 otherwise (and similarly for d) then

ũ(x̃, ỹ) = |{z ∈ x̃ : z l y}|

and
d̃(x̃, ỹ) = |{z ∈ ỹ : x l z}|.

To check that these are well-defined, suppose σ, π ∈ G. Then

ũ(σ̃x, π̃y) = |{z ∈ σ̃x : z l πy}|

= |{π−1z ∈ π̃−1σx : π−1z l y}|
= |{z′ ∈ x̃ : z′ l y}|
= ũ(x̃, ỹ),
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and similarly for d̃. Unfortunately, these are not the natural cover weights
(4.2) and (4.3) that we would like — indeed, the roles of ũ and d̃ are inter-
changed relative to (4.2) and (4.3).

Our next attempt is to use Theorem 4.3. Using this theorem, the weights

ũ(x̃, ỹ) =
|ỹ|
|x̃|
∑
z∼x

u(z, y),

and
d̃(x̃, ỹ) =

|x̃|
|ỹ|
∑
z∼y

d(x, z)

result in a generalized differential poset. (They are well-defined by the same
argument presented in the preceding paragraph.) Thus, in order to prove
(4.2) and (4.3), it suffices to prove that

|x̃||{z ∈ ỹ : x l z}| = |ỹ||{z ∈ x̃ : z l y}| (4.4)

whenever xly. We will do this by constructing a bijection between the sets
x̃× {z ∈ ỹ : x l z} and ỹ × {z ∈ x̃ : z l y}.

For each a ∈ x̃, fix an element σa ∈ G such that σax = a. For each b ∈ ỹ,
fix an element µb ∈ G such that µby = b. Define the function α by

α : x̃× {z ∈ ỹ : x l z} → ỹ × {z ∈ x̃ : z l y}
(a, c) 7→ (σac, µ

−1
σaca).

To check that this is well-defined, note that c ∈ ỹ, so σac ∈ ỹ. Since a ∈ x̃,
then µ−1

σaca ∈ x̃. Since the action of G preserves l, then

a = σax l σac

and hence
µ−1

σaca l µ−1
σac(σac) = y.

In a similar manner, define the function β by

β : ỹ × {z ∈ x̃ : z l y} → x̃× {z ∈ ỹ : x l z}
(b, d) 7→ (µbd, σ−1

µbd
b).
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Note that for any (a, c) ∈ x̃× {z ∈ ỹ : x l z},

βα(a, c) = β(σac, µ
−1
σaca)

= (µσacµ
−1
σaca, σ−1

a σac)
= (a, c).

Similarly, we find that αβ(b, d) = (b, d), so β = α−1. Thus, we have proven
equation (4.4), and also the following theorem.

Theorem 4.4. Let (P, {fn}n≥0) be a unitary generalized differential poset
with 0̂, and let G be group of automorphisms of P. Let ∼ be the equiva-
lence relation defined by the orbits of G. Then (P/ ∼, ũ, d̃, {fn}n≥0) is a
generalized differential poset, where

ũ(x̃, ỹ) = |{z ∈ ỹ : x l z}|

and
d̃(x̃, ỹ) = |{z ∈ x̃ : z l y}|.

Note that equation (4.4) implies that

|x̃|ũ(x̃, ỹ) = |ỹ|d̃(x̃, ỹ).

Let S(x̃) := |Stab(x̃)|. Then, by the Orbit-Stabilizer Theorem,

ũ(x̃, ỹ)S(ỹ) = d̃(x̃, ỹ)S(x̃),

so, by the discussion in Section 3.4.1, the inner product on KP/∼ defined by

〈x̃, ỹ〉S = S(x̃)δx̃,ỹ

is such that D̃ is the adjoint of Ũ . In particular, ŨD̃n and D̃Ũn are self-
adjoint, and hence orthogonally diagonalizable, with respect to 〈·, ·〉S .

4.3.1 Application to the Poset of Spanning Subgraphs

We now turn our attention to using Theorem 4.4 to prove that the poset
Em of spanning subgraphs of Km is a generalized differential poset. Let
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Em denote the set of two-element subsets of {1, . . . ,m}. Regard a vertex-
labelled graph as an element of B(Em) ∼= B(m

2 )
, which is a unitary generalized

differential poset with

fn(z) = z +
((

m

2

)
− 2n

)
.

Let G be the symmetric group Sm on m symbols. For σ ∈ G, define an
action on B(Em) by

σ{{a1, b1} . . . {an, bn}} = {{σa1, σb1}, . . . {σan, σbn}}.

Note that if G ∈ Em, then σG and G are isomorphic as graphs — in fact,
Orb(G) is the set of all graphs isomorphic to G. So Em

∼= B(Em)/G.

We must check that G is a group of automorphisms of B(Em). It is clear
from the definition that the group action is rank-compatible. Suppose that

G := {{a1, b1} . . . {an, bn}}l H := {{a1, b1} . . . {an, bn}, {an+1, bn+1}}.

Then
σG = {{σa1, σb1}, . . . {σan, σbn}}

and
σH = {{σa1, σb1}, . . . {σan, σbn}, {σan+1, σbn+1}},

so σG l σH. Thus, σ is an automorphism of B(Em). We have proven the
following.

Theorem 4.5. Em is a generalized differential poset with ũ and d̃ as in
Theorem 4.4, with fn(z) = z +

((
m
2

)
− 2n

)
.

An interesting application of the fact that Em is a generalized differential
poset is to apply Theorem 3.7 to compute the eigenvalues of DUn, namely,

λn,k = fn←k(0) =
∑

k≤i≤n

((
m

2

)
− 2i

)
,

for 0 ≤ k ≤ n. Note that if n < m(m−1)
4 , then

(
m
2

)
− 2i is positive for all

0 ≤ i ≤ n. Thus λn,k > 0 for all 0 ≤ k ≤ n. In particular, DUn is invertible,
and hence Un is injective, for all 0 ≤ n < 1

2

(
m
2

)
. Since En is isomorphic to

its converse, Dn is injective for all 1
2

(
m
2

)
< n ≤

(
m
2

)
. This gives a solution

to Harary’s edge reconstruction problem (Problem II in [7]) in the case of
graphs which have more that half the maximum number of edges, namely
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Theorem 4.6. Let G be a graph on m vertices and n edges. Let Gi denote
the graph obtained by deleting the ith edge. If n > 1

2

(
m
2

)
, then G may be

recovered up to isomorphism from G̃1, . . . G̃n.

This was first proven by Lovasz [9], and another proof was later given by
Stanley [16] by taking quotients of PECK poset B(Em) with respect to group
action to obtain Em. The proof presented above is very similar to Stanley’s
proof — in fact, it is simply using the facts that the PECK posets used in
Stanley’s proof are also generalized differential posets, and that both PECK
posets and generalized differential posets admit the same quotient operation
with respect to group action.
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Appendix A

Partially Ordered Sets

An understanding of some basic definitions related to partially ordered sets
is essential to an understanding of this thesis. The intention of this appendix
is not to give a comprehensive survey of results about partial orders, but
rather, to provide only the background needed to understand this thesis.
A detailed exposition may be found in a variety of sources, such as Craw-
ley and Dilworth’s book on lattices [2], or Stanley’s book on enumerative
combinatorics [19].

Definition A.1. A partially ordered set (poset) is a set P with a binary
relation ≤P which satisfies the following set of axioms.

1. x ≤P x for all x ∈ P.

2. x ≤P y and y ≤P x implies x = y, for all x, y ∈ P.

3. If x ≤P y and y ≤P z then x ≤P z for all x, y, z ∈ P.

In cases where it is clear which poset is being discussed, we often write
≤ instead of ≤P .

A subset Q ⊆ P is called an induced subposet (or, often, simply
a “subposet”) of P if for all x, y ∈ Q, x ≤Q y if and only if x ≤P y.
Two posets P and Q are said to be isomorphic if there exists a bijection
f : P → Q such that f(x) ≤Q f(y) if and only if x ≤P y.

We will often deal with posets in which there exists a unique element 0̂
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satisfying 0̂ ≤ x for all x ∈ P. (Similarly, we use 1̂ to denote the unique
element such that x ≤ 1̂ for all x ∈ P, if such an element exists.)

An example of a partially ordered set is the set B(X) of subsets of a set
X, with the order given by A ≤ B if and only if A ⊆ B. This is called the
Boolean lattice on X. If X = {1, . . . , n}, then B(X) is often written as
Bn. B(X) has a unique least element, 0̂ = ∅, and a unique greatest element,
1̂ = X. As another example, the projective geometry PG(q, n) is the set
of all subspaces of the vector space GF(q)n+1, with A ≤ B if and only if A
is a subspace of B. Its least element is the subspace consisting only of the
zero vector, and its greatest element is GF(q)n+1.

For x, y ∈ P, we say that y covers x, written x l y, if x < y and for all
z ∈ P such that x ≤ z ≤ y, either x = z or y = z. Intuitively, x l y if y is
“immediately above x” in the partial order. As an example, in Bn, A l B if
and only if B = A ∪ {i} for some i 6∈ A.

The interval [x, y] is defined to be the induced subposet

[x, y] := {z : x ≤ z ≤ y}.

P is said to be locally finite if every interval is finite. Locally finite posets
have a useful graphical representation called the Hasse diagram of the
poset. The Hasse diagram of P is the graph with vertex set P and adjacency
relationship given by x ∼ y if and only if either x l y or y l x. A Hasse
diagram is typically drawn such that elements which are greater in the poset
are closer to the top of the page. The Hasse diagram of B3 is shown in Figure
A.1

An element x ∈ P is said to be minimal if y ≤ x implies y = x. It is
said to be maximal if x ≤ y implies y = x. The set of minimal elements
of P is denoted Pmin and the set of maximal elements is denoted Pmax. A
poset is said to be graded if there exists a function ρ : P → N such that if
x l y then ρ(y) = ρ(x) + 1. The poset P is said to be ranked if ρ(x) = 0
for every x ∈ Pmin and ρ(x) = r for every x ∈ Pmax, for some constant r.
As an example, Bn is ranked with ρ(A) = |A| and r = n. PG(q, n) is ranked
with ρ(A) = dim(A).

In a graded poset, we can define the nth level set of P to be the set

Pn := {x ∈ P : ρ(x) = n}.

The sizes of the level sets can be recorded using the rank-generating se-
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0

{1} {2} {3}

{2,3}{1,3}{1,2}

{1,2,3}

Figure A.1: Hasse diagram of the poset B3

ries, a formal power series given by

F (P, q) :=
∑
x∈P

qρ(x) =
∑
n≥0

|Pn|qn.

As an example, note that in Bn, the size of the kth level set is |Bn,k| =
(
n
k

)
,

so

F (Bn, q) =
∑

0≤k≤n

(
n

k

)
qk = (1 + q)n.

A.1 Lattices

For x, y ∈ P, an element a ∈ P is said to be an upper bound for x and y
if x ≤ a and y ≤ a. It is said to be a least upper bound if for every b ∈ P
such that x ≤ b and y ≤ b, a ≤ b. A greatest lower bound is defined similarly.
A poset L is said to be a lattice if every pair of elements x, y ∈ L has a
(necessarily unique) least upper bound, denoted by x∨ y, and a (necessarily
unique) greatest lower bound, denoted by x ∧ y. The binary operations ∨
and ∧ are referred to as join and meet, respectively. A subposet M ⊆ L
is a sublattice if for every pair of elements x, y ∈ M, x ∨ y ∈ M and
x ∧ y ∈ M, where ∨ and ∧ are taken in L. Examples of lattices include
B(X), in which ∨ is set union and ∧ is set intersection, and PG(q, n), in
which ∨ is the direct sum of subspaces, and ∧ is subspace intersection.
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A lattice L is said to be distributive if it satisfies the additional axioms

x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z)
x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z)

for all x, y, z ∈ L. These axioms are known as the distributive laws. It
follows immediately from this definition that any sublattice of a distributive
lattice is also distributive. Since set union and intersection satisfy these
laws, then B(X) is distributive.

The following associates to any poset P a distributive lattice. Con-
sider the distributive lattice B(P). An element A ∈ B(P) is said to be a
downward-closed set, or simply a down-set, if x ≤ y and y ∈ A implies
x ∈ A. Let J(P) denote the set of down-sets of P. It is easy to check that
the union of two down-sets is a down-set, as is the intersection of two down-
sets, from which it follows that J(P) is a sublattice of B(P). In particular,
J(P) is a distributive lattice.

Consider the poset N2, with order relation given by (x1, x2) ≤ (y1, y2) if
and only if x1 ≤ y1 and x2 ≤ y2. Let A ∈ B(N2). A is a down-set if and only
if for every (a, b) ∈ A, whenever c ≤ a and d ≤ b then (c, d) ∈ A. But this is
exactly the condition required to ensure that A is the Ferrers diagram of a
partition. Furthermore, the order on J(P) (i.e. set containment) is exactly
the order on Ferrers diagrams in Young’s lattice Y. So Y = J(N2), proving
that Y is a distributive lattice.

A lattice L is said to be modular if and only if for all a, b, c ∈ L,

(x ∧ y) ∨ (x ∧ z) = x ∧ [y ∨ (x ∧ z)].

It is clear from this definition that any distributive lattice is also modular.
An equivalent formulation of this axiom is that a lattice is modular if and
only if for all x, y, z ∈ L such that x ≤ y,

x ∨ (y ∧ z) = y ∧ (x ∨ z).

Using this formulation along with some basic linear algebra, we can verify
this condition for projective geometries. The following alternative character-
ization of modular lattices is useful in the study of differential posets which
happen to be lattices.

Lemma A.2. A lattice L is modular if and only if

x, y l x ∨ y ⇔ x ∧ y l x, y.
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In particular, since Young’s lattice is distributive, it is modular, so this
condition holds.
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Appendix B

The Method of
Characteristics

The method of characteristics is a technique that can be used to reduce a
special class of two-variable first-order partial differential equations to the
easier problem of solving a system of ordinary differential equations. The
material presented in this appendix may be found in many sources, such as
[12]. The method of characteristics relies on a geometric interpretation of
the solution, so technically, it only applies to real-valued functions of real
variable. Though we wish to treat our functions as formal power series over
the field K, we can nevertheless use the geometric method as motivation for
deriving a technique that uses only formal methods.

Let f : R2 → R, say f = f(x, y). Let A,B and C be functions of f, x
and y. Suppose we want to solve a partial differential equation of the form

A
∂f

∂x
+ B

∂f

∂y
= C, (B.1)

with initial condition f(x, 0) = g(x). This equation may be re-written using
the standard inner product on R3 as follows.

(A,B, C) ·
(

∂f

∂x
,
∂f

∂y
,−1

)
= 0.

Note that f determines a surface in R3 given by

S := {(x, y, f(x, y)) : x, y ∈ R},
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and that the normal vector to this surface is given by (∂f
∂x , ∂f

∂y ,−1). The
vector (A,B, C) is always orthogonal to the normal, so it must be tangent to
the surface S at each point (x, y, f(x, y)). In fact, for each point in R3, there
is a curve through that point whose tangent is (A,B, C). These curves are
called the characteristic curves of the partial differential equation (B.1).

We also know that the curve given by (x, 0, g(x)) lies in S. Thus, we
may construct (at least part of) the surface S by finding the characteristic
curves which pass through points of the form (x, 0, g(x)).

Let C be a characteristic curve. Parametrize C using the parameter τ so
that

C = {(x(τ), y(τ), f(τ)) : τ ∈ R},

hence the tangent vector to C is given by(
dx

dτ
,
dy

dτ
,
df

dτ

)
.

Since (A,B, C) is tangent to this curve, we obtain the system of ordinary
differential equations

dx

dτ
= A,

dy

dτ
= B,

df

dτ
= C,

which will generally be easier to solve than the partial differential equation
(B.1). The solution to this system of ordinary differential equations will
involve some constants of integration; these may be determined using the
initial condition f(x, 0) = g(x). If we can write τ in terms of x and y, we
will then have a solution of the form f(x, y).

We are now in a position to give a description of the method of charac-
teristics as it applies to formal power series, without recourse to geometric
arguments. Suppose there are series f and τ which satisfy the ordinary
differential equations dx

dτ = A, dy
dτ = B and df

dτ = C. Then, using the Chain
Rule for formal power series,

C =
df

dτ
=

∂f

∂x

dx

dτ
+

∂f

∂y

dy

dτ
= A

∂f

∂x
+ B

∂f

∂y
,
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so f is a solution of the partial differential equation (B.1). If we can solve
the three ordinary differential equations, we obtain an implicit description
of a family of series f which satisfy (B.1). We then attempt to solve for f
explicitly, using the initial condition f(x, 0) = g(x) to pick out a unique solu-
tion. Note that this technique does not guarantee that one finds a solution;
it merely provides sufficient conditions for a series f to be a solution.

A common simplification of this technique applies when B = 1. In this
case, the ordinary differential equation dy

dτ = B has solution y = τ + y0 for
some constant y0. By renaming the parameter, we may assume without loss
of generality that y0 = 0, so y = τ . So we have only two ordinary differential
equations to solve, namely,

dx

dy
= A and

df

dy
= C.

Example B.1. Consider the partial differential equation

2f
∂f

∂x
+

∂f

∂y
= −f,

with initial condition f(x, 0) = 3x. Applying the method of characteristics,
we must solve the ordinary differential equations

dx

dy
= 2f and

df

dy
= −f.

The equation df
dy = −f has solution

f = f0 exp(−y), (B.2)

and the equation dx
dy = 2f = 2f0 exp(−y) has solution

x = −2f0 exp(−y) + x0. (B.3)

The initial condition may be used to find the unknown f0 and x0. It is useful
to write the initial curve, using an auxiliary parameter s, as

x = s, y = 0, f = 3s.

Along this curve, equation (B.2) becomes 3s = f0 and equation (B.3) be-
comes s = −6s + x0. Substituting for x0 in (B.3),

x = −6s exp(−y) + 7s,
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in other words,
s =

x

7− 6 exp(−y)
.

Substituting f0 = 3s into equation (B.2), we obtain

f =
3x exp(−y)

7− 6 exp(−y)

as our solution.
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